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Table 6.5 Solar PV academic patents by country, state and university

Country State University Number of USPTO
solar PV patents

USA 292
MA MIT 42

DE University of Delaware 29

NC North Carolina State L

University

CA University of California 21

MI Midwest Research Institute 21

CA California Institute of 13

Technology

Taiwan 136
ITRI 57

Atomic Energy Council 22

National TsingHua University 13

South Korea NA 82
Dongguk University 4

KIST 13

KRICT 10

Switzerland NA 10
Ecole polytechnique fédérale 10

de Lausanne

China NA 9

TsingHua University i

Canada 8

ON University of Toronto 3

Germany 26

NA University of Konstanz 5

Fraunhofer Institute 19

All other countries 45
Total 598

Source : USPTO




CHAPTER VII

THE LIMITED INNOVATION OF SMALL BUSINESSES IN THE SOLAR

PHOTOVOLTAIC SECTOR IN THE US:

IS THE SMALL BUSINESS INNOVATION RESEARCH (SBIR) PROGRAM

A BOON FOR SMALL BUSINESSES IN THE US?

SBIR in US is heralded as major program to support innovative new technologies by
SME:s that will grow as a result by selling products and services in the market. Instead
we found, in the solar photovoltaic sector, that SMEs supported by the Department of
Defense and National Aeronautics and Space Administration are mostly acting as
internal services of these federal agencies: their products serve mainly, if not
exclusively, these two defense-related organizations. Their future growth is thus
curtailed. The paper calls for a more accurate analysis of the Small Business Innovation

Research program and perhaps other innovation policies.

7.1. Introduction

Small and medium businesses significantly reinforce the performance of innovation-
focused economies by creating technical and organizational novelty, employment and

economic growth (Robson and Bennett, 2000; Jutlaet et al., 2002; Foreman-Peck et al.,
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2006).The revolutionary breakthroughs continue to come predominantly from small
entrepreneurial enterprises, and by bringing vigorous competition, particularly in high-
tech industries, entrepreneurial enterprises force incumbent firms to innovate in order

to survive (Baumol, 2004).

But small businesses do not always work like that. For those in the solar photovoltaic
(solar PV) industry, things are different. The industry was initiated by the innovation
of very large user firms and even forty years after the first US patent, large corporations
still dominate industrial innovation. Technological innovation in the solar PV industry
is mostly controlled by large firms. Also, in contrast to the situation for biotechnology,
star scientists in solar photovoltaic technology, regardless of their contribution, are
comparatively minor players (Han and Niosi, 2016). Moreover, the late-entry
specialized manufacturers (the manufacturers just focusing on solar PV cell or solar
panel manufacturing, with no other focus or integration plan) from start-ups are quite
fragile. Among the top ten specialized manufacturer assignees from their earliest
USPTO (United States Patent and Trademark Office) patent until now, half of them
were acquired or ceased operation. Developing in the solar PV sector is not an easy

task for small businesses.

As that in the other emerging sector, Small Business Innovation Research (SBIR) and
the Small Business Technology Transfer (STTR) program in the US, an important
government incentive for small businesses in the US, has supported 772 projects in

solar cells by the end 0f2014. Why is small business in the solar PV industry still quite
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weak in spite of a government support program similar to that in the other industry? By
sampling the award-winners of the SBIR program, this paper examines the factors that
might have influenced the SBIR awards of the post-entry entrepreneurial small
business related to the solar PV industry, so that the policy function of the SBIR in this

specific sector can be described.

The paper is composed of five parts. The introduction is followed by literature reviews,
factors influencing the innovation performances are extracted and the hypotheses are
established. Data is collected and quantitative analysis is employed to identify the
factors significantly influencing the chances of being awarded the SBIR grants. The
results are described, and the discussion and conclusion are presented in the last two

parts.

7.2.Literature review

Generally, the innovation performance of small businesses is mainly attributed to the
following factors: type of entrepreneurship, clusters, markets targeted and public

funding.

The characteristics of previous employment have a major influence on entrepreneurial
entry (Buenstorf and Klepper, 2009). Categorised by the “knowledge context” which

serves as the basis for the creation of a new firm, there are three kinds of innovative
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new ventures: employee entrepreneurship, academic entrepreneurship, and user
entrepreneurship. Agarwal and Shah (2014) argue that academic- and user-founded
firms are more likely to introduce product innovations, while employee-founded firms
would introduce both product and process innovations. And they also theorize that the
knowledge sources of entrepreneurship are critical in determining who profits from
innovation, how they do so, and the manner in which industries evolve due to type and
source of their knowledge. In terms of survival rates, employee founded firms
outperform all other entrants (Klepper, 2002, 2007; Agarwal et al., 2004; Franco and
Filson, 2006; McKendrick et al., 2009). Given the importance of knowledge
inheritance from parent to employee founded firms, studies unsurprisingly find that
parent firms with superior technological or market know-how generate more progeny,
who subsequently enjoy higher survival rates (Brittain and Freeman, 1986; Klepper,

2002; Agarwal et al., 2004; Klepper and Sleeper, 2005).

Hill and Naroff (1984) examined a sample of 102 high technology firms listed in the
Million Dollar Directory from 1978 to 1981 and found that firms within the Silicon
Valley and Boston clusters (both very large clusters) had significantly higher actual
returns than a sample of similar firms located elsewhere. DeCarolis and Deeds (1999)
found a positive relationship between the amount of IPO dollars raised and the
"strength“ of a location in the U.S. biotechnology industry. Porter and Stern (2001)
noted that innovation and the commercialization of new technologies takes place
disproportionately in clusters. Sorenson and Baum (2003) contended that the location
in which a firm resides determines many important elements in its business

environment. Gilbert et al (2008) found that ventures located within geographic clusters
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absorb more knowledge from the local environment and have higher growth and
innovation performance. McCann and Folta (2011) concluded that younger firms and
firms with higher knowledge stocks benefit more from agglomeration. There is no
research on the relationship between locating in the solar PV clusters and venture

performance yet.

Radosevic (2007) argues that entrepreneurship is driven by complementarities arising
from the favorable interaction of technology, market and institutional opportunities. In
the absence of one of these, entrepreneurial opportunities cannot be realized. As one of
the important opportunities for the entrepreneurship, the existence and the type of
market opportunities may greatly impact on the nature of entrepreneurship that emerges,
which in turn may be greatly influenced by the role of the institutional system in
conveying information and creating incentives among similar or identical technological

opportunities.

Small businesses often require external help in order to grow and compensate for
financial and technological liabilities. Most rich countries have created incentives to
help small business to grow (Bhidé, 2000; Vossen, 1998). Among the direct subsidy
incentives directed to small and medium sized enterprises in OECD countries, the US
Small Business Innovation Research program (SBIR)is often considered one of the
most successful. This program reservés a percentage of federal agencies’ R&D budgets
for research projects conducted by small businesses covering three phases over time

from financing exploration of the technical feasibility of an idea or technology, the
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proof of concept, through financing the pre-prototype and the evaluation of the
potential for commercialization, to support the move from the laboratory into the
marketplace. By facilitating commercialization, SBIR has provided a substantial
contribution to higher employment and sales growth (Lerner, 2000), entrepreneurship
promotion (Elston et al., 2011; Qianet al., 2014), national competitiveness
enhancement (Audretsch, 2003), higher rates of commercial success (Archibald and
Finifter, 2003; Siegel et al., 2003), broader economic transformation (Keller and Block,
2013), and positive net economic and social benefits to society (Audretsch et al., 2002a;

Allen et al., 2012).

Previous studies show that some factors influence the small business to obtain the SBIR
grants: type of entrepreneurship, geographic clusters, employment and external funding;

these factors are quite similar to those that influence their innovation performance.

Empirical evidence suggests that the SBIR has influenced the career paths of scientists
and engineers by facilitating the start-up of new firms. Case studies show that half of
the scientists indicated that the SBIR award influenced their decision to start the firm.
Without SBIR, 20% of them would not have started the firm, and another 40% would
not have continued the firm (Audretsch et al., 2002b). SBIR program funds are
distributed predominantly to start-ups whose owner has a post-graduate education
(Galope, 2014). In biomedical industry, SBIR firms associated with these scientists or
with university research perform significantly better than other SBIR firms in terms of

follow-on venture capital funding, SBIR program completion, and patenting (Toole et
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al., 2007; Link and Ruhm, 2009). Age of firms: The established technology-based small
firms have the highest successful rate among the nascent firms for SBIR-supported
R&D endeavors (Gicheva et al.,2016). The odds of being granted SBIR R&D subsidies
are also higher for those who had prior R&D experience and owned patents at the start

of their business operations. (Galope, 2014)

Firms clustered with SBIR winners are more likely to enter the program and to win
awards in multiple time periods than are isolated firms (Wallsten, 2001; Kolympiris
and Kalaitzandonakes, 2013). It is also found that start-ups located in states that are not
known for their R&D performance are more likely to receive SBIR funding (Galope,
2014).

Firms with more employees and which appear to do more research win more SBIR

grants, but the grants do not affect employment. (Wallsten, 2000).

While the SBIR awardees and matching firms did not differ significantly in the
likelihood of receiving venture capital in the years prior to the awards, in subsequent
years the awardees were significantly more likely to receive such financing. This
pattern, however, was not uniform. The superior growth of SBIR awardees was
confined to firms based in ZIP codes with substantial venture capital activity. These
patterns were more pronounced in high-technology industries (Lerner, 2000). SBIR
firms attracting private equity investments are significantly more likely to license and

sell their technology rights and engage in collaborative research and development
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agreements. (Link et al., 2014)

Despite the good evaluation of the SBIR program, there are some shortcomings:
enhanced commercial success from the SBIR program appears to have come at the
expense of a decrease in the search for technical competence and basic research
(Archibald and Finifter, 2003). The grants crowd out firm-financed R&D spending
dollar for dollar (Wallsten, 2000; Link and Ruhm, 2009). While small businesses have
a unique set of tools and knowledge of the marketplaces, this limited eligibility only
for small business may omit potentially valuable sources of dissemination (Diana and
Bennett, 2015). Surprisingly, start-ups that did not sell goods and services are more
likely to receive SBIR grants (Galope, 2014). The direct impact of SBIR funded
projects on employment is small, especially when compared to the mean number of

employees in the firms (Link and Scott, 2012).

Based on the literature reviews, seven hypotheses are drawn are as follows:

Hypothesis 1: Firm age influences the awarding performance of small business relating

to the solar PV industry;

Hypothesis 2: Number of employees influences the awarding performance of small

business relating to the solar PV industry;
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Hypothesis 3: Being located in a cluster influences the awarding performance of small

business relating to the solar PV industry;

Hypothesis 4: Type of entrepreneurship influences the awarding performance of small

business relating to the solar PV industry;

Hypothesis 5: Type of market targeted influences the awarding performance of small

business relating to the solar PV industry;

Hypothesis 6: Number of patents influences the awarding performance of small

business relating to the solar PV industry;

Hypothesis 7: Availability of external investment influences the awarding performance

of small business relating to the solar PV industry.

7.3. Method

A quantitative study is employed to answer the research question.
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7.3.1 Data

The data was drawn from the SBIR awards database in the middle of 2015, so the data
goes up from the first awards to the end of 2014. Small firms with more than one award
of SBIR on the solar cell, a total of 142 small firms (nearly 20% of the awardees have
disappeared, 114 firms still exist), compose the sample. The data from the SBIR
databank include the city, state, agencies and branches which awarded the funds,
project phases and awarded amounts in the SBIR/STTR program. The data are
classified under the name of the awarded firm by summarizing the number and the
amounts of the awards, the variables of location (C, Table 3.7 is used to identify
whether the firms are located in the cluster or not), the number of awards (Q) and total

awarding amounts (T).

There are seven other variables, including Market positioning (M)'°, Entrepreneurship
types (E), Age (A), number of Employees (N), the availability of external funding (F),
Patents of USPTO (P), and whether the firm bankrupted or not(B). For the small
companies which are assigned the patents, the number of patents before and after the
first SBIR award are identified. By the name of the awarded firms, we searched for

information on the above eight variables for each firm on the websites of the firms

19 Market positioning is put forward and coded here is because the distinctive percentage of the suppliers involved
with the military & space are awarded the SBIR/STTR awards. As the mass market is just emerging in the

majority of the US, this niche market is worthy of being studied. It is even act as the novel finding of the paper..
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which obtained awards, in public reports and in industrial publications. There are a total

of 10 variables for analysis (see Table 7.1).

The influence diagram of the different factors are in Figure 7.1.

Figure 7.1 Influence diagram for SME innovation
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7.3.2. Data analysis

In order to explore the significant factors that influence the innovation performance of
SMEs for the solar PV industry, the number of awards by SBIR for solar cell(Q) and
amount of awards(T) are set as the dependent variable, and other variables are set as

the independent variables.

First, the correlation coefficients between the dependent and independent variables
were calculated one by one (See Table 7.2). The correlation coefficient between Q and

T is 0.92, so here just take the number of award(Q) as the independent variable.
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Table 7.2 Correlation coefficients between the dependent and independent variables

AwardNum AwardAmount

Pearson I w3

Correlation -450 -386
Market Sig (2-tailed) 0 0

N 115 115

Pearson

Correlation 0.151 0.138
entrepreneurship Sig (2-tailed) 0.195 0.238

N 75 75

Pearson

Correlation 0.122 0.088
cluster Sig (2-tailed) 0.15 0.296

N 142 142

Pearson ™

Correlation 920 1
AwardAmount Sig (2-tailed) 0

N 142 142

Pearson 2 3

Correlation 233 188
age Sig (2-tailed) 0.007 0.031

N 132 132

P

e hon 0071 0042
employeenum Sig (2-tailed) 0414 0.628

N 133 133

Pearson

Correlation 0.166 0.126
Externalfunding Sig (2-tailed) 0.076 0.178

N 116 116

Pearson

Correlation 0.179 0.152
PatentsUSPTO Sig (2-tailed) 0.052 0.101

N 118 118

**_Significant at 0.01(2-tailed)
* Significant at 0.05(2-tailed)

Second, as not every individual firm has the complete data for every variables, the total

number of studied cases are below 100( for example, there are just 75 cases firms has
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the data on entrepreneur), so here Fuzzy-set Qualitative Comparative Analysis
(fsQCA)was tried. fsQCA was introduced by Ragin (2000) and it offers a set-theoretic
approach to causality analysis, in respect to conditions and outcome. The fuzzy based
development from the original QCA means fsQCA explores how the membership of
cases in causal conditions is linked to membership in the outcome (Schneider and
Wagemann, 2010). Features of fSQCA include its ability to model the concept of
conjunctural causation: the idea that combinations of various causal conditions, rather
than one condition alone, are linked to the outcome (Schneider and Wagemann, 2010).
Further, fSQCA also has the potential to capture the idea of equifinality, where more
than one combination of causal conditions may be linked to the same outcome (Fiss,

2011). The fsQCA v2.5 software was employed to find the necessary solutions.

The interval scales are dispersed, so the calibrations are done for variables Q, A, N and
P. Then the Quine-McCluskey Algorithm is employed to identify consistency and

coverage.

Thirdly, Analysis of Variance (ANOVA) is employed to see whether there is some

difference among the different groups for the individual factors.

7.4. Results

Our study includes 142 small businesses that have been awarded at least two SBIR
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awards. As of 2015, 12 of them were bankrupt, 16 were acquired, which means nearly
20% of the small businesses who engaged in solar cell technologies innovation have

disappeared by 2015.

7.4.1. Descriptive statistics

Among the 114 Small businesses still existing, 44.7% (51 small businesses) obtained
two awards, while nearly 25% obtained more than four awards; 100 small businesses
are solar equipment suppliers, and only four of them are specialized manufacturers.
Among 100 suppliers, eight of them are only involved in the space or military market,

some others are indirectly related to the space or military market.

Only the information on the entrepreneurship of 70 small businesses was found. Out of
70 firms, two are NASA spin-offs, 26 are established by academic entrepreneurs, 35
are former-employee entrepreneurs and seven of them are non-related entrepreneurs.
Most of them are equipment suppliers for the solar PV industry, their initial

entrepreneurship is not in the solar PV domain.

65 awardees are not located in a solar cluster, and another 49 are located in a cluster.
10% of small businesses are aged less than 8 years, 20% are aged 9-14 years, and 65%
15-24 years. Small businesses with employees of less than 6 represent about 25% of

the samples; the same percentage applies to the other three groups of small businesses,
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with a number of employees of 7-12, 13-35 and more than 36 respectively.

Only 29 small businesses have patents in solar cells, out of which nearly 70% have not
more than 3 patents in solar cell(s). Only three companies obtained venture capital as

external funding, and six of them were publicly listed.

7.4.2. FsQCA analysis

Because only existing companies are selected for the analysis, B is removed; T is highly
correlated with Q, so T is removed; There are only 3 awardees obtaining the VC, and
6 awardees publicly listed on the stock market, so F is removed due to the very low
frequency. So there are only 7 variables left. In order to see which factors are
contributing to the numberof SBIR awards for the solar PV industry, these 7 variables
including the number of awards(Q) as the dependent variables are analyzed with

fsQCA.

The fuzzy truth table of configuration of 6 independent variables is in Table 7.3.
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Table 7.3 Truth table for configurations when considering TEA outcome

Raw PRI SYM
m e c n-c | p¢ |a-c | Number h . ;

consist. consist. consist
1 0 0 0 0 0 14 1.1812 0.2548 0.2748
1 1 0 0 0 0 12 0.4239 0.2256 0.2325
1 1 0 1 0 0 9 0.5906 0.4005 0.4031
1 0 1 0 0 0 gl 1.1052 0.2015 0.2048
1 1 1 1 0 0 6 0.6750 0.4397 0.4672
1 1 1 0 0 0 5 0.5552 0.3695 0.3794
1 1 0 1 0 1 5 0.6585 0.4699 0.4829
1 1 1 1 0 1 4 0.6977 0.5363 0.5439
1 1 0 0 1 0 2 0.7523 0.6012 0.6012
1 0 1 1 0 0 4 1.0325 0.3707 0.3945
1 1 1 0 1 0 3 0.8950 0.8558 0.8558
1 0 0 1 0 0 3 1.0346 0.5457 0.5576
1 1 1 1 1 1 2 0.8395 0.7629 0.7629
1 1 1 0 0 1 ) 0.6336 0.3842 0.3842
1 1 0 1 1 1 2 0.6157 0.3675 0.3676
1 1 0 0 0 1 2 0.5466 0.2855 0.2855
1 0 1 1 1 0 2 1.0101 0.5983 0.6087
1 0 1 1 0 1 2 1.0250 0.5613 0.6698
1 0 0 1 0 1 2 1.0331 0.5200 0.5200
0 0 0 0 0 0 2 1.0046 0.0000 0.0000
1 1 1 1 1 0 1 0.7979 0.6738 0.6738
1 1 1 0 1 1 1 0.8753 0.8056 0.8056
1 1 0 1 1 0 1 0.8430 0.6964 0.6964
1 0 1 1 1 1 1 1.0055 0.7320 0.7320
1 0 0 1 1 1 1 1.0000 1.0000 1.0000
1 0 0 0 0 1 1 1.0492 0.3365 0.3365
0 1 0 1 0 0 1 1.0018 0.0000 0.0000
0 0 1 1 1 1 1 1.0002 0.0000
0 0 1 0 0 0 1 1.0021 0.0000 0.0000
0 0 0 1 0 0 1 1.0025 0.0000 0.0000
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The results of standard analysis by using the fuzzy truth table are presented in Table
7.4. We can see that the combination A&N&M / N&C&M is the one that has the best
consistency and their coverage is not negative. Both configurations include N&M, so
it can be concluded that the companies with more employees and targeting a specific

market have more SBIR awards.

Table 7.4 Sufficiency analysis results

Raw coverage | Unique Consistency

coverage
~p-c*~c*m 0.378881 0.060708 0.392220
~a-c*e*m 0.422187 0.026102 0.529908
a-c*n-c*m 0.464900 0.012062 0.703049
n-c*c*m 0.298794 0.023136 0.730305
c*e*m 0.335179 0.053787 0.584482
~a-c*~p-c*~n-c*~e | -0.776351 0.030453 1.492209
~a-c*~p-c*n-c*~c 0.224639 0.000989 0.606514
a-c*p-c*n-c*c*~e -0.922287 0.009887 1.007126
Solution coverage: 0.930591
Solution consistency: 0.467700

In order to see whether there are differences between groups for the extracted variable
N&M, ANOVA is used. We concluded that there is a significant difference between the
groups (Table 7.5): suppliers involved in the military market have more awards that

others(Table 7.6).



Table 7.5 ANOVA analysis of market position

Q
sum of squares Df mean square F sig.
Between groups 480.000 2 240.000 12.829 .000
Within groups 1964.250 105 18.707
Total 2444.250 107
Table 7.6 Quantity of awards V.S. market position
Q
Standard
Market position Average (N deviation
Mass manufacturer 5,79 4 5.188
Suppliers in military | 11.75 8 11.793
Other suppliers 375 96 3.095
Total 4.42 108 |4.779
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To explore innovating capabilities, the patents that SBIR awardees are assigned before

and after the first SBIR award have been explored (Table 7.7). We found that 80% of

patents for solar of SBIR awardees are assigned after their first award; there is a

significant difference before and after the first awards (Tables 7.8 and 7.9). The

innovative performance is significantly enhanced with SBIR awards for small

businesses in the solar PV sector in the US.



Table 7.7 SBIR awardees with patents
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Earlie

Earlie

Awar | Paten st st Patents Patents
Company name dNum | tsUSP after before
awar | paten 4 2
ber TO d ts awarding | awarding
Emcore Corp. 2 9 1990 | 2003 9 0
Energy conversion | ¢ | 15 | 1997 | 1980 1 11
devices, inc.
Spire Corporation 22 14 1984 | 1982 11 3
o Gastenien | e ¥z oo [0 02 0
Waaraline 39 | 8 | 2007 | 2011 8 0
Devices, Inc.
Entech, inc. 5 & 1991 | 1985 3 4
sonathe, 5 7 | 2002 | 2006 7 0
technologies, inc.
s e 6 | 2011 | 2013 6 0
Inc.
Composite
Technology 7 4 2008 | 2011 4 0
Development, Inc.
Magnolia Solar Inc. o 4 2010 | 2014 4 0
Deployable Space [ 4 | 4 | 2008 | 2014 4 0
Systems, Inc.
International solar
electric technology " i g 8 2 L
Kopin Corporation 8 3 1989 | 1991 3 0
JX crystals, inc. 6 3 1993 | 2008 3 0
S e T 3| 1984 | 1999 3 0
Sppied . BolEml o 3| 1995 | 1988 1 2
Energy Corp.
Thermacore, inc. 2 3 1992 | 1981 1 2
S 2 | 1997 | 1996 1 1
Anvik Corporation 5 2 | 2003 | 2000 1 1
Integrated  Micro 5 5 2007 | 2008 2 0
Sensors
Gratings 6 1 1995 | 2005 1 0
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Iowa Thin Film
Technologies 6 1 1990 | 1995 1 0
E’CE"ergy SRl 5 1| 2004 | 2012 1 0
EpiWorks, Inc. 4 1 2005 | 2015 1 0
Plant pv 4 1 2011 | 2015 1 0
i‘;‘r Rebuniapleotl 1| 2007 | 2014 1 0
Agiltron, inc. 2 1 2011 | 2012 1 0
HHpOAn 2 1| 1991 | 2000 1 0
sciences, inc.
Nano-c, inc 2 1 2008 | 2014 1 0
Table 7.8 Paired Samples Statistics
Std. Std. Error
Mean N Deviation |Mean
Pair1 After |3.2759 29 3.21710 |.59740
award
Before |.8621 29 2.19942 |.40842
award
Table 7.9 Paired Samples Test
Paired Differences
95% Confidence
interval of the Sig.(2
Std. Std. error |difference -
Mean |deviation |Mean Lower |Upper t df |tailed)
Pairl after -{2.41379|4.05777 |.75351 .87030 |3.95729 3.203 |28 |.003
before
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7.5. Discussion

Hypothesis 5 is accepted. Hypothesis 2 is accepted only when combined with
Hypothesis 5. The other five hypotheses are rejected.

Among 95% of the SBIR awardees who are equipment contractors, it is significant that
military equipment suppliers obtain more awards. Since 63.8% of awards and 66.2%
of the grants are distributed by either the Department of Defense (DOD) or the National
Aeronautics and Space Administration (NASA) (see Figure 7.2 & 7.3), it might be
inferred that SBIR awards for the solar PV sectors are primarily intended for internal
military use. Some other results support this conclusion as well: although six awardees
have been publicly listed, five of them obtained most of the awards from the other
government agencies instead of DOD and NASA(See Table 7.10). As a whole, few
small specialized manufacturers targeting the mass market receive SBIR support. All
findings confirm the conclusion that most of the grants and the funds invested in SBIR
went to agencies whose mission within SBIR is to develop technology for the same

agencies (internal use) (Allen et al., 2012).
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Figure 7.2 SBIR awards in solar PV from the different government agencies (out of

total number of awards)

| NASA, 17.0

DOE, 18.34%

'DOD, 49.19% |

[ SSGE——————.

I USDA, 0.04% |

Figure 7.3 SBIR awards in solar PV from the different government agencies (out of

total amount of awards)
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Table 7.10 The SBIR awards of six public listed awardees

Public listed Total SBIR DOD/NASA Other agency
awardees awards awards awards
Spire Corporation 22 13 9
Luna Innovations 9 3 6
Kopin Corporation 8 8
Applied Nanotech 3 1 2
Emcore 2 1 1
[lluminex
Corporation & p
Total awards 46 26 20

In addition, only 3 awardees (around 3%) funded by SBIR received venture capital,
which is greatly different from the NIH awardees. (In the 1992-2005 period, out of a
total of 1536 NIH SBIR awardees, 185 firms (or 12%) received venture capital, 25%
of the top NIH SBIR awardees received venture capital funding after the second SBIR
award (Wessner, 2009). Lerner (1999, p. 285) concluded: “The superior performance
of awardees was confined to firms in regions with substantial venture capital activity
and was pronounced in high-technology industries. Multiple awards did not increase
performance”. For the solar PV sector, only a few SBIR DOD awardees received
venture capital, and the little venture capital they received was confined to firms located
in the main VC clusters, such as Silicon Valley, Route 128, Los Angeles, and the
corridor Boston-NY-Washington DC. Thus, inthis specific sector, DOD or NASA
funded projects with their products aiming at the niche markets did not interest venture

capital or angels. The market for these firms and their products is restrained, and this
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restriction may explain why the percentage of DOD-supported firms having obtained
venture capital is so low. Few of these entrepreneurial firms are developing products

for large markets. Their profitability and potential growth are necessarily affected.

Link and Scott (2010) state that through the SBIR program the government is
redirecting R&D resources toward the development of technologies that the market
alone would not have developed. In its solicitations of SBIR proposals and subsequent
funding of awards, the government is organizing, coordinating and allocating scarce
resources among competing uses. When the mass market is not ready, SBIR support
can promote the development of solar PV technologies, but when the mass market is
ready, the competing uses from the government will prevent the dissemination and

diffusion of the technologies, and even introduce barriers to industrial development.

With technological progress, the cost of manufacturing and installing a photovoltaic
solar-power systems has decreased by about 20 per cent with every doubling of
installed capacity(Bloomberg New Energy Finance, 2015).According to Lorenz et al.,
(2008), during the next three to seven years, solar energy’s unsubsidized cost to end
customers should equal the cost of conventional electricity in parts of the United States
(California and the Southwest) and in Italy, Japan, and Spain. These markets have in
common relatively strong solar radiation, high electricity prices, and supportive
regulatory regimes that stimulate solar-PV capacity growth that drive further cost
reductions. These conditions set in motion a virtuous cycle: growing demand for solar

power creates more opportunities for companies to reduce production costs by
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improving solar-cell designs and manufacturing processes, to introduce new solar
technologies, and to obtain lower prices from raw-material and component suppliers

competing for market share.

When the mass market is ready and knowledge spillover effects become more
widespread, what is the best way to encourage small or start-up firms to take the chance

of participating and being profitable in this specific sector?

The obstacles facing photovoltaics manufacturing in the United States are many. They

include:

- Inadequate scale: most US manufacturers are small and medium-sized

enterprises unable to compete in many segments of the industry.

- Excess global capacity and international competition: the fast rise of solar
module manufacturing in China and Taiwan (representing over 50% of global

production) has pushed down prices for solar PV equipment.

- Dependence on subsidies: even if technical change is driving down the cost of

solar PV, in 2011 only subsidized panels could be installed in the United States.
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- Technical challenges: the industry is progressing very fast in terms of the
efficiency of solar PV panels. In addition, the lack of technical standards makes
the investment in this technology too risky for venture capital to invest.

(Wessner and Wolff, 2012)

The policy. implication is that if the United States wants to develop solar technologies
for civilian markets, they should either give incentives to other government
Departments to subsidize the development of this type of technology, or they should
organize a Grand Challenge, such as the Human Genome or the Human Proteome
Programs, and join entrepreneurial SMEs, large corporations, universities and other
stakeholders in a consortium to define industry standards in product and process. The
solar PV technology is on the threshold of achieving cost parity with fossil fuels. The
country which meets the future standards and acquires the market for this technology
will obtain major returns on its investment. Small SBIR subsidies will not give back

the United States the leadership lost in this technology.

7.6. Conclusion

It is found that only the factor of targeting the military market can make the small
business obtain more SBIR grants among the seven general-evaluated factors. The
innovation capabilities and the technological diffusion effects of small businesses are

thus restricted. This can partly answer the question “Why is small business in the solar
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PV industry still quite weak in spite of a similar governmental support program as that

in other industries?”

The study samples only the small businesses which are awarded SBIR grants, which
might be the most innovative groups, but does not paint a full picture of small business
in the solar PV industry in US. Other studies should be conducted to explore further
the factors for success in the solar PV although there are quite a few successful
specialized manufacturers in the US, so that a comparison can be made for suitable
policy recommendations. Furthermore, by the time solar energy becomes more and
more cost-effective, so as to be a good replacement for conventional electricity, the
subsidy policies might be obsolete. In such circumstances, the question of what policies
should be implemented to take advantage of the competitive advantages of the US

requires further detailed comprehensive policy research.



CHAPTER VIII

A SECTOR WITH INNOVATIONS DRIVEN BY DEMAND

8.1. How to explain the distinctive features of the sector?

Based on the above research in the important aspects of the solar PV sector, some

distinctive characteristics have been drawn:

® The majority of the innovators are the industrial user firm, but not the pure solar
PV firms whose primary business is solar PV. Government subsidy policies to

promote usage greatly influence industrial development and innovation behaviours.

® The different generations of technologies have been coexisting for a long time.
Although the new technologies have been massively exploited in recent years, the

technologies with the highest market penetration rate are not the most advanced.

® For the solar PV innovation, even the star scientists put just half their expertise in
the sector, and another half in the other related areas. Their academic

entrepreneurship is quite limited.
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How to explain the above phenomenon, which is in some way different from the typical
high-tech sector, has brought new questions. If taken as a high-tech sector, the solar
PV sector is not such a classic high-tech sector that its innovation and the industrial
development are driven by the scientific or technological progress. But if taken as a
traditional sector, its technology developed so rapidly and the technological innovation
that made cost-efficient improved so significantly that the solar energy has become
more and more feasible to be used. How to understand the specific sector is the

objective of the chapter.

8.2. Similarity with the semiconductor sector

The case of solar PV sector is not unique. The semiconductor sector, which is the
important origin sector for the solar PV sector, also has the same characteristics as those

of the solar PV sector in some points.

By examining patents, co-patents, R&D alliances and new ventures in semiconductors,
Adams, Fontana and Malerba (2013) have drawn quite similar conclusions for the

semiconductor sector:

1. The magnitude of innovation by user firms was quite high in both absolute and

relative terms compared to firms in the sector over the entire period under examination,
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and a broad range of intermediate users were a major source of patents in a product

field (semiconductor devices) outside of their ‘core’ business.

2.The distribution of innovation among firms from different intermediate user
industries was highly uneven; this finding points to differences across final demand
groups in terms of the requirements, the intensity of use, and the strategic content of

semiconductors.

3. Innovative users were highly heterogeneous in terms of size, diversification and
vertical integration. Large user firms, most of which were vertically integrated, had
substantial patent portfolios. Their main line of business is not semiconductors but they
produce chips as vertically integrated user firms rather than as diversified
semiconductor firms. There is also evidence of a vast number of smaller user firms that

were able to patent this technology, albeit at lower rates.

8.3. User-innovation sector whose innovations are driven by demands?

According to Adams, Fontana, and Malerba (2013), the various streams of research
have shown that user firms may contribute to innovation in a variety of ways. ‘Active’
users may simply provide knowledge and feedback to producers (Eurostat, 2004) while

‘lead’ users (von Hippel, 1986; Gault and von Hippel, 2009) will innovate on their own
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in order to develop solutions for their specific needs before the bulk of the marketplace
even recognizes the same need. ‘Experimental’ users (Malerba et al., 2007) are willing
to try emerging technologies and attribute intrinsic merit to a product simply because
it embodies a new technology. ‘User entrepreneurs’ go further to take responsibility for
the production and commercialization of products/services that they have first
developed for their own use (Hienerth, 2006; Shah and Tripsas, 2007). ‘Vertically
integrated’ user firms are designing and producing components for their in-house use
and often sell their component solutions to the open market as well. For the
semiconductor sector, "vertically integrated" user firms ("user firm" afterwards) are the

important innovators.

Adams et al (2013) classify the actors of semiconductor sector into five categories:
Semiconductor Firms, User Firms, Academics and Professionals, Linked Industries
and Other Industries. The User Firms category consists of companies that sell products
or services that use or incorporate semiconductors in six industries including Industrial
Machinery, Consumer Electronics, Computer Equipment, Telecommunications,

Automotive, Instrumentation and Aerospace/Defense.

By separating the related manufacturing firms into two groups, we can classify two
categories for solar PV sector: one is composed of user firms and the other is made of

specialized firms.

® User firms are companies whose main business are not solar PV products but they
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innovate in solar PV for serving their main business. Their main demand is from
their specific usage (for example, to be used in extreme environments such as in
space or offshore exploration), and the demand-driven innovations are mainly

conducted inside the firms.

® Specialized firms are companies whose main business are the manufacturing and
sale of solar PV products. Their main demand is from the daily electricity usage,
in which the priority will be the low-cost for the front-up installation and adequate

supply of the energy for daily use.

Specialized firms appeared around thirty years ago, which may seem very late
compared to the sixty-year technology development history of user firms. Actually,
user firms have pushed the technology innovation for the solar PV sector in the long
run. Historically, the various applications of solar PV technologies evolved in the
following order: its first application was in space, in the late 1950s and 1960s, with
satellites requiring a reliable long-term source of electricity, even if the cost of this
energy was high. A second major application, in the 1970s, was in sea buoys and sea
oil and gas exploration and exploitation, far from conventional sources of electricity.
At this time, large hydrocarbon companies such as ARCO, BP and Shell started
investing in solar PV R&D. As the cost of solar PV energy started to decline, following
technical advance, some companies such as Telecom Australia became interested in
the sector to provide telephone connections to a country with close to 8 million square

km, lots of sunshine, but only 12 million population in the early 1970s. At the same
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time Japanese companies such as Sharp, and then Sanyo, invested in solar technology

to equip their hand calculators and similar devices.

The number of patents owned by the top ten user firms and the top ten specialized firms
are respectively listed in Table 3.11 and 3.12. Top ten user firms hold nearly 20% of

total USPTO patents in solar PV while top ten specialized firms just hold nearly 5%.

By separating the firms into user firms and specialized firms, we can draw almost the
same conclusion as that in the semiconductor sector: the solar PV sector is a user-

innovation sector whose innovations are driven by demand.

Considering the characteristic of user-innovation, the distinctive features defined at the

beginning of the chapter can be explained well here:

1. Distinct academic innovation behaviours:

® Nearly half of the publications of star scientists in the solar PV sector are in the

other related domains;

® Academic entrepreneurship is quite limited;

® Itis unusual that the star scientists who have a great number of publications do not
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have many patents, and the inventors who have large numbers of patents do not
have many publications, while the star scientists always have the numbers of

publications and patents in the same time for bio-industries;

Considering the fact that the intermediate user firms are dominating the sector, the
majority of the innovation is made inside big user firms, the diversified research
direction well be made inside the firms and the research budget will be dispersed among
the different user firms, the attractiveness and support for the academic scientists are
much less than that of other high-tech industries. This can well explain why there are

different innovation behaviours in the sector.

2. The coexistence of the different generations of technologies while the first

generation still holds the biggest market share.

There are three generations of technologies available now, but the technology with the
highest marketing penetration rate is still the first generation, by which Chinese
manufacturers can achieve the best performance in the world. Why did the new
technology emerge so fast, but the dominating technologies are still of the first
generation? The answer is that innovation is driven by demand. On the one side, the
diversified demands from the user firms drive the continuous innovation; on the other
side, the massive market demands of daily electricity usage have not been explored yet.
As the more mature the technology is the less costly, the technology used massively

drives few continuous investment for R&D. Nowadays, the technologies in the first
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generation still have the cost advantages, and it is still the best choice for the much
bigger daily electricity usage market. Only on the condition that the more advanced
technologies can be installed and operated in the same or less cost, the other generations

of technology can achieve the higher market share.

3. The catching-up capability of developing countries is supported by the demand of
the usage in the low cost; only countries with fast-moving integrating production
capabilities can satisfy the demands of the market in the lower cost. This can explain
why Chinese manufacturers can catch up on production and not on cutting-edge

innovation and maintain the highest market share in the recent years.

8.4. Can the solar PV sector be taken as a new sub-category in the high-tech

industries?

Based on the above studies, our conclusion is that the solar PV sector is not a traditional
high-tech sector but a demand-driven one. Because of this significant feature, the sector
has embodied a different academic innovation behaviour, in the evolution of the
technologies, and in the comparative advantages among the different countries. So the
question will be: can the solar PV sector be taken as a new sub-category in the high-

tech sector? There are two concerns blurring the answers:
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1. The sector is in such an early stage that it is not possible to draw any conclusions

at the moment;

2. There indeed exists such sub-category in the high-tech industries whose
innovation and the industrial development is mostly driven by the demand instead of

by the technological progress itself.

If the second statement is confirmed, we have to establish a complete system to further

explore the features, the rules and the problems of the sector to guide its development.



CHAPTER IX

CONCLUSION

9.1. Theoretical contributions

As the first study on the solar PV sector in the world with comparatively complete data,
this study has contributed four points to the academic theories, and to the three levels

of industrial practitioners.

9.1.1.Theoretical contributions

By using the methodology of SSI, this study gives more flesh to the concept of
innovation cascade. Solar PV is not as classic as some other high-tech sectors, whose
technology transfer pattern is quite clear in terms of location of innovation centers. The
innovation cascade is well described and suggested by drawing the s vividly showing

that the different publications peaks appeared successively in the different regions.
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The uneven development and the organizational diversity of the clusters in the same
sector are proven. It was found that more diverse clusters, hosting research universities,
large multi-technology corporations, public laboratories, SMEs and venture capital,
such as Silicon Valley, could be more resilient than clusters based on one or two large
firms. In this kind of (more uncommon) clusters, the exit of the anchor tenants will not
lead to the decline of the clusters. The factors influencing the resilience of the clusters

in the specific sector were defined.

The criteria for defining the star scientists in the different sectors should be examined
one by one, and the features of the sectors determine the contribution of academic star
scientists to the development of the sector. So special attention should be paid regarding

the generality of the concept and the usage of the star scientist notion.

The idea that innovation is driven by demand was explored, which can be the reason
for several differences between the solar PV sector and other classic high-tech
industries. This sheds light on exploring whether there is a distinctive sub-category of

high-tech sector.

9.1.2.Contributions for industrial practitioners

By employing the methodology of SSI, the study firstly depicted the complete
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development and innovation picture at the country and regional level, which can be

applied to the different levels of industrial practitioners.

At the country level, the evolution of the sector has showed the competitiveness of
individual countries in the past and in the present, and the competitive advantages and
disadvantages of the different countries. It provided a solid base for policy-makers to

design the industrial arrangement and formulate viable industrial policies.

At the regional level, clusters in the world and inside major countries were found and
analyzed. By understanding the differences among the clusters and the reasons for the
uneven development of the clusters, policy-makers can take the experience and lessons

from other clusters as well as the ideas on how to improve or launch the clusters.

At the firm level, it is very important to understand the macro-environments in which
the firms are positioned. The marketing classification and the consuming demands were
stated, the competition and innovation status were defined, the academic contributions
were highlighted, all of which will be the context for drawing the development

strategies for the firms either as users or directly as product or service providers.
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9.2. Policy implication of the study

As there are policy implications in the previous individual chapters, here we focus on

the key principle to formulate the sector policies. ;

According to Adams et al (2013), instead of adopting the general policies with the
objective of stimulating “demand for innovation” including public procurement to
regulate the solar PV sector, public policy should pay attention more on “innovation by
demand", which is to valorize the application and technological knowledge that user
firms possess and to stimulate them to introduce innovations and new technologies for
wider markets. It is thought that the shift in perspective from supporting demand for
innovation to supporting innovation by demand could be significant, and may add an

important policy input for the growth and dynamics of an economy.

The policy implications of "innovation by demand" can be directed in the following

aspects:

® In order to push the development of the solar PV sector, firms, experts and
scientists in related industries should be encouraged to put their available
capabilities and resources to solve the demand problems of wide markets. Only
with all this integrated expertise, innovation can be made efficiently. At the same

time, large companies with related capabilities should be promoted. For example,



228

apart from the Feed-in-Tariff, other promoting policies including subsiding the
innovation in solving the existing problems with the solar PV technologies,
funding the invention of the new applications, awarding the priority to the solar

PV related academic research, can be deployed.

The demands of daily electricity use should be addressed for innovation: compared
to the application in extreme environments and niche markets, daily electricity
users have their own requirements, for example, they are more sensitive to
installation and usage costs, more preferable to more dispersed locations, and more
demanding on the storage of the surplus during the periods of insufficient sunshine..
For this part of demand, apart from solar PV manufacturers, the related industrial
users should be encouraged to transfer their comparatively more advanced

technologies into the construction-energy usage.

The diversification of the actors in the clusters: it has been proved that the clusters
with diverse actors are more resilient than those constituted just by just a few
agents. Along with the idea of "innovation by demand", solar PV clusters should
attract users with different applications to establish a diversified ecosystem, which
will bring the sector into a healthy development cycle. As the solar PV sector is
moving towards grid parity, well-understood and targeted subsidies will be critical
to build the confidence of investors and attract capital. In addition, as the academic
scientists are not so active in technological innovations, the priority of the research

funds can be used to promote research and innovation in this specific domain.
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® Phase out subsidies carefully. Since solar power could eventually be cost-
competitive with the other conventional sources, regulators must adjust incentive

structures over time and phase them out when grid parity is reached.

9.3. Limits and orientation for further research

Established in the theoretical framework of SSI, the study has reviewed the several
elements including the technologies and the related innovation behaviour, firm and
non-firm organizations, evolution processes and some of its economic performance
such as the geographic agglomeration. But as a comprehensive system, the
understanding of the sector is far away from the degree in which it is fully understood

both in terms of depth and scale.

For the aspects we have focused on during the research, we have to deepen the

understanding:

® In terms of the evolution of the sector, can technology transfer rules in the world
be generalized for the other high-tech industries? The drivers of technology

transfer should be explored further.

® [n terms of innovation clusters, what is the contribution of the different factors to
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the rise and fall of the clusters? Comparative studies with different clusters should

be made.

® In terms of innovation behaviour, what are the other domains of the star scientists
defined in the field? Does their academic research tend to converge to or diverge
from the solar PV? Can the complementary expertise from the firms help them

focus more on solar PV innovation?

® In terms of entrepreneurship, as the academic entrepreneurship is limited, what
features do successful entrepreneurs have? What factors influence the longevity of

start-ups?

® In terms of catch-up, the review of Chinese solar PV sector is just concentrated in
the early development before 2011. Whether China can maintain the advantages at
a later stage will be in the core part of the real catch-up ,so we have to keep track

of the sector to formulate an objective answer.

For the aspects that we have not yet explored, more research on their distinctive

features and their corresponding industrial performances should be made.



APPENDIX A

THE EVOLUTION OF SOLAR CELL TECHNOLOGIES?

® 1767, First Solar Collector (Switzerland)

In the year 1767, a Swiss scientist named Horace-Benedict de Saussure created the first
solar collector — an insulated box covered with three layers of glass to absorb heat
energy. Saussure’s box became widely known as the first solar oven, reaching
temperatures of 230 degrees Fahrenheit.

® 1839, Photovoltaic Effect Defined(France)

In 1839, a major milestone in the evolution of solar energy happened with the defining
of the photovoltaic effect. A French scientist by the name of Edmond Becquerel
discovered this using two electrodes placed in an electrolyte. After exposing it to the
light, electricity increased.

® 1873, Photo Conductivity of Selenium(UK)

In 1873, Willoughby Smith discovered photoconductivity of a material known as
selenium. The discovery was to be further extended in 1876 when the same man
discovered that selenium produces solar energy. Attempts were made to construct solar
cells using selenium. The cell did not work out well but an important lesson was learned

20 http://exploringgreentechnology.com/solar-energy/history-of-solar-energy/



232

— that solid could convert light into electricity without heat or moving parts. The
discovery laid a strong base for future developments in the history of solar power.

® 1883-1891 Light Discoveries and Solar Cells(Germany)

During this time several inventions were made that contributed to the evolution of solar
energy use. First in 1893 the first solar cell was introduced. The cell was to be wrapped
with selenium wafers. Later in 1887 there was the discovery of the ultraviolet ray
capacity to cause a spark jump between two electrodes. This was done by Heinrich
Hertz. Later, in 1891 the first solar heater was created.

® 1908, Copper Collector(US)

In 1908 William J. Baileys invented a copper collector, which was constructed using
copper coils and boxes. The copper collector was an improvement of the earlier done
collector but the only difference was the use of copper insulation. The improvements
of the invention are being used to manufacture today’s equipments.

® 1915, Photoelectric Effect (US)

In 1915, Robert Millikan first experimentally showed Einstein's prediction about the
photoelectric effect was correct.

® 1958, Solar Energy in Space (US)

Solar power was used to power space exploration equipment such as satellites and
space stations. This was the first commercial use of solar energy.
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® 1959-1970, Efficiency of Solar Cells and Cost (US)

During the period between 1959 and 1970, there was major discussion about the
efficiency of solar cells and reduction of costs. Up to that time the efficiency of the
solar cells was only 14% and was not comparable to the high cost of producing cells.
However in the 1970s, Exxon Corporation designed an efficient solar panel, which was
less costly to manufacture. This was a major milestone in the history of solar energy.

® 1977, Governments Embrace Solar Energy(US)

In 1977, the US government embraced the use of solar energy by launching the Solar
Energy Research Institute. Other governments across the world soon followed.

® 1981, Solar Powered Aircraft (US)

In 1981, Paul Macready produced the first solar powered aircraft. The aircraft used
more than 1600 cells, placed on its wings. The aircraft flew from France to England.

® 1982, Solar Powered Cars (Australia)

In the year 1982, there was the development of the first solar powered cars in Australia.

® 1986-1999 Solar Power Plants (US)
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Evolution of large-scale solar energy plants with advancement being made in each
phase. By the year 1999, the largest plant was developed producing more than 20
kilowatts.

® 1999, Breakthroughs in Solar Cell Efficiency (US)

The most efficient solar cell was developed, with a photovoltaic efficiency of 36
percent.

® 2008, Subsidy Reduction in Spain  (Spain)

Due to the global financial crisis in the year 2008, the Spanish government reduced
subsidies on ongoing solar power production in the country. This had a negative effect
on the sector across the world.

® 2010, Evergreen Solar and Solyndra Fail (US)

Two leading solar companies failed. This was due to lack of market for their high
technology produced products.

® 2012, Record Breaking Solar Plants (China)

The past few years have seen enormous investment in utility-scale solar plants, with
records for the largest frequently being broken. As of 2012, the history’s largest solar
energy plant is the Golmud Solar Park in China, with an installed capacity of 200
megawatts. This is arguably surpassed by India’s Gujarat Solar Park, a collection of
solar farms scattered around the Gujarat region, boasting a combined installed capacity
of 605 megawatts.
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