UNIVERSITE DU QUEBEC A MONTREAL

LE ROLE DES PROCESSUS DE RAISONNEMENT DANS LE TROUBLE
OBSESSIONNEL-COMPULSIF

THESE
PRESENTEE COMME
EXIGENCE PARTIELLE DU
DOCTORAT EN PSYCHOLOGIE

PAR

MARIE-CLAUDE PELISSIER

OCTOBRE 2006



UNIVERSITE DU QUEBEC A MONTREAL
Service des bibliothéques

Avertissement

La diffusion de cette thése se fait dans le respect des droits de son auteur, qui a signé le
formulaire Autorisation de reproduire et de diffuser un travail de recherche de cycles
supérieurs (SDU-522 — Rév.01-2006). Cette autorisation stipule que «conformément a
l'article 11 du Réglement no 8 des études de cycles supérieurs, [l'auteur] concéde a
FUniversité du Québec a Montréal une licence non exclusive d'utilisation et de
publication de la totalité ou d’'une partie importante de [son] travail de recherche pour
des fins pédagogiques et non commerciales. Plus précisément, [Fauteur] autorise
I'Université du Québec a Montréal a reproduire, diffuser, préter, distribuer ou vendre des
copies de [son] travail de recherche a des fins non commerciales sur quelque support
que ce soit, y compris l'Internet. Cette licence et cette autorisation n’entrainent pas une
renonciation de [la] part [de Fauteur] a [ses] droits moraux ni & [ses] droits de propriété
intellectuelle. Sauf entente contraire, [I'auteur] conserve la liberté de diffuser et de
commercialiser ou non ce travail dont [il] posséde un exemplaire.»



ii

REMERCIEMENTS

Je tiens avant tout & remercier monsieur Kieron O’Connor, Ph.D. qui en mai
1996, m’a accueillie dans son laboratoire de recherche et m’a permis depuis prés de
dix ans de découvrir les aspects les plus fascinants de la recherche. Plus
spécifiquement, ma participation et collaboration a ses recherches sur le trouble
obsessionnel-compulsif m’ont amenée & me dépasser sur le plan intellectuel et
académique. Je suis trés reconnaissante des opportunités sans cesse renouvelées qu’il
m’a fournies pour me développer sur le plan académique et scientifique. Sa passion et
son dévouement a la recherche m’ont souvent inspirée et trés certainement contribué
a développer mon enthousiasme pour la recherche en psychologie. Je désire remercier
vivement monsieur Gilles Dupuis, Ph.D. qui a réussi & me communiquer les « réalités
statistiques » de la chose tout en gardant son incroyable sagesse face & mes
appréhensions, incompréhensions et étonnements lors du parcours de la recherche

doctorale.

Je souhaite également remerc.ier les professeurs de ’'UQAM qui m’ont
inspirée tout au long de mes études en psychologie par leur enthousiasme pour la
théorie et la pratique cognitivo-comportementale. Mes sincéres remerciements
s’adressent particuliérement & messieurs Claude Bélanger, Ph.D., Jean Bélanger,
Ph.D., Gilles Dupuis, Ph.D., Jacques Forget, Ph.D., Gérard Malcuit, Ph.D., et plus
spécialement 4 monsieur André Marchand, Ph.D. que j’ai eu la chance d’avoir non
seulement comme professeur mais également comme superviseur lors de mes stages
au CSP. Monsieur Marchand m’a conduit avec sensibilité et rigueur vers une pratique
clinique de qualité. Un précieux remerciement s’adresse également & monsieur Pierre
Doyon, Ph.D., coordonnateur aux stages qui a répondu avec grande expérience a mes

problémes, petits et grands, en milieu de stage.



iii

Je désire remercier plusieurs chercheurs et collégues du Centre de recherche
Fernand-Seguin pour la confiance qu’ils m’ont témoigné a diverses étapes de mon
parcours. Trés chaleureusement, je remercie madame Lyse Turgeon, Ph.D., qui m’a
encouragée a poursuivre malgré les obstacles ainsi que monsieur Stéphane Guay,
Ph.D. et Dr Robert Elie, M.D. Je désire de plus exprimer toute ma gratitude envers le
personnel du Centre de recherche Fernand-Seguin, endroit exceptionnellement
stimulant et encourageant sur tous les plans. Plus particuliérement, je désire exprimer
ma gratitude envers madame Colette Fortin qui a suivi mon développement avec
diligence et m’a témoigné de sincéres encouragements, madame Annette Maillet qui
a toujours compris et traité avec respect « I’urgence » de mes demandes et monsieur

Claude Lamarre.

Je tiens & souligner I’appui si appréciable des organismes subventionnaires
que je remercie sincérement. Il s’agit en grande partie de la Fondation de 1’Hépital
Louis H. Lafontaine qui m’a soutenue tout au long du doctorat. De plus, je remercie
le Fond de partenariat des Instituts de Recherche en Santé du Canada pour leur appui
financier qui m’aura permis de me dépasser sur le plan de la recherche en me
fournissant les moyens pour me consacrer & mon sujet de theése. Un trés grand merci
également au département de 1’aide financiére qui m’a dirigée vers 1’obtention d’une

bourse du Ministére de 1’Education pour me soutenir lors de mon stage a I’étranger.

Enfin, je désire remercier ma mere pour son inégalable enthousiasme pour
« les études », ma sceur Stéfanie pour son écoute sans bornes, mon frére Jean-
Frangois et finalement, mon conjoint Moncef sans qui je n’aurais jamais terminé mon
doctorat aussi heureuse et aussi comblée par la vie...! Finalement, je ne pourrais pas
conclure sans remercier de tout coeur ceux et celles qui ont cru en mes capacités et qui
m’ont soutenu par leur amitié pour moi tout au long de ces années d’études : mes

amies Kathie, Stéphanie, Marie-Lou, Lisa et Geneviéve.



iv

TABLES DES MATIERES
LABR LS TICIREIR L oos oi irmeminiisamaionspins sussss i ot st sdisss sossamerans4us siesé msaens vi
LISTEBES TARLIERCTIR .. 5, oeibammnis s ais nadssss tmssafsbisane s ¥xumsasae s s 858 dhbahassinis vii
RESUME ....oooieieiesieisiessts st ssssssssssssssssasssssassssssssesssssessessessesssssssssssssssssessens viil
CHAPITRIET : INTREOHDLICETTINN (s smmumnismrs cobsibsbosasisibbsbhnshbbansins s vbslasssibassiarmsntt 1
Etat des 1echerches ACtUENIES.........vuereerverveerseesersssssssssssssssssessssssssassssssasssssseses 2
Contexte théorique des modéles du raiSONNEMENt.........ceeeererrreererreecerseernesrerseesaeens 9
Le raisonnement dans la population obsessionnelle.............coceerrvrcrennecnrrenrcreerene 10
CHAPITRE II : ‘REASONING MODELS: CAN FORMAL REASONING
THEORIES INFORM US ABOUT PSYCHOPATHOLOGY " ...ccceevvvrreerenerercvreneen 14
A BIREAI rosniinitiaimmnts dirsitela i bkt IR s e by S B AT S i 15
INtTOAUCHION.....ccuviviririnnirisseseisisesnessnssunsrsssssssstssessssssssssssanessessssssessessassesssesassans |
THEUPLER OF FOUUIEN VOO 145501 rwuis s 068 6085505530655 54 S5 18 £ 855 bbsmsh s s mmimot 21
SHBTIEEIV vprssoun s wesesablesm sxssreayys s RaRa 75y Y RSy 3 G b ey sl 46
Reasoning paradigms with pathological thinking .................cccecevvevvervivnieecennnns 47
N BRI s sk s 5 PR o P AN AP GRS | RIS A 8 LG s SR 71
B R TR R oo g e 013 MR Ao KB R SS9 SRS 74
TUCTETRITEON suthii i it hhab bkl b brva sk i St a b M 5 L o a5 b 75
CHAPITRE III : WHEN DOUBTING BEGINS: EXPLORING INDUCTIVE
REASONING IN OBSESSIVE-COMPULSIVE DISORDER..........ccocecuevueruervueruenne 81
A RGRERNOH L i i i Ut AN 5 st O S ok b4 ot L s I bbb i S 83
INEPOAUCHION.......cconieiinirirrierrccneecstrsscsnsesassaneasssssesesesnssnosessassoressesessasoneasaseners 85
Research into meta-coOGRILIONS. ..........c..oecvvvivereecreesiernniecriesiessreessessresesesassseneeans 86
Research into information ProCesSes................ccccvcouiververieerenieeieeirenenieneeeieeeans 92
ReasoRinE: FesBaror T G LY i iton b birsbbi i bk i bl sl W s bibbss M54 94
1Y (11 1 To T OO 99
PN SHUHIBE (v s e o b s s b S T S AT TS0 (o acmat N bSO S e 100
10155 ) e NN S s S o (Y VTR PRy e e S | P S T - 2= S 103



ORI vesmmon s ok s o e St nsiF By RS S | FEER Ay BB v B2 ¥ e Pt e 107
IR, e x0T A R 95 I T M FE VSO s 108
RIS i mbimmmtismoer il i A T s s s e e 109
DISCUSSION .cuveucetisrsrisesnsristssiin sttt sstssssesrossssssssorsssssasessssessessssesaesananses 114
RTINS v 000 o st s s S B G R A R B b s b e e 122
CHAPITRE IV : DISCUSSION GENERALE.......cccccovsrimremermmsssssesssssssnsssnsenans 137
Retombées CHIMIQUES ....cccuverveereinirreinrinreneeerienenrinersenesesssessasssessssssessessssssessessssenaes 142
Comprendre le role du doute dans le TOC ..........ccccevirviciinnnininnrenenesreneseesnensenns 143
Intervention CHRIGUE . .......xkeumdivissessssaisasisiiessasmmisnsssssneessbstmmesrmestsinimensssnsssasassasn 143
Limites de 1’étude et recherches futures .........c.occoveecvevvevrnrcnnienrcnnenienesnnseeninenns 144
TR IR T 2 i oo s s M bl s s BB bbbt B 146
APPENIIGHES ... i ssiasusomessusimsusssosbsossssssmsssbressivsissassi dwsssassrsismtrmasssmysssssss | omass 151
Appendice A : Formulaire de consentement...........cccccvvnrernesceessnssascncsessnsssescreesnes 152
Appendice B : RIAT — Manuel du participant........c..ccovverenierninnnncenecneeneesneninnns 154
Appendice C : RIAT Anxiety Rating Scale (RIAT-ARS)......cccccvvvrrreererrersersennen 158
Appendice D : Questionnaire : Inventaire de dépression de Beck ...........cceeuennee. 160
Appendice E : Questionnaire : Inventaire d’anxiété de Beck...........ceevvvvreverrnnenee. 165
Appendice F : Questionnaire : Inventaire de Padova .........ccocvevivrenecreenennennnn, 167
Appendice G : Questionnaire socio-démographique............cccevevevecreeeeceriererennens 173
Appendice H : Anxiety Disorders Interview Schedule for DSM-IV (ADIS-IV). 175
Appendice I : Yale-Brown Obsessive Compulsive Scale (Y-BOCS).................. 196
Appendice J : RIAT — Manuel d’ inStrucCtions.........cceeerevesrersressenverseessessessensaesaees 208
Appendice K : RIAT — Cahier des réponses..........coveererreeserreernnensenisnssessessassnnns 212
Appendice L : Lettre de publication du livre........c..ccevveeveerverinneniennenrnrereeneecnnens 219
Appendice M : Copie de la page titre du livre........cceceevverveerrernrecrecninsencneneennecenens 221

Appendice N : Accusé réception de 1’éditeur du British Journal of Clinical
PSYCROIOY ...vvnveniierecererirriiriiinsecsnesiintinesstinsssestssseseesssesanesssssssssesssssesnesasssnsassass 223



vi

LISTE DES FIGURES

CHAPITRE III

Figure 1. Anxiety ratings in the OCD and control group in neutral and OCD-related
MY ESTHE g oo s MO 18 4 ST R 4 0 TP SR S YT ST 0 5 S 133

Figure 2. Overall pre and post degree of conviction on all RIAT items for both the
OCD and control SrouP. ...c..cccecerrerriereeiieiiesieienenieetrseesseeneessessessesssessessnnns 134

Figure 3. Pre and post degree of conviction in the initial conclusion for the OCD and
control group in given and self-generated conditions. .......cc.cceererverrneerennnene 135

Figure 4. Proportion of doubt in OCD-related items, in both OCD and control groups
for given vs self-generated conditions ..........cceceeveereeneniennnenieniennennenneeneensenns 136



vii

LISTE DES TABLEAUX

CHAPITRE I11

Table 1. List of different steps taken in the pilot studies to ensure validity of the
L T et b sty o A o o S B S U G [T TN 129

Table 2. List of inclusion and exclusion criteria for the OCD study. .........cccevueennneee 131

Table 3. Results of clinical symptoms measures for the control group and the OCD
PRI, covarmmenrmopamyros s 0 o8 s ooy BN 58 § TSV SR PR VR AR s B 132



viii

RESUME

Les modeles théoriques visant & expliquer le développement et le maintien du
trouble obsessionnel compulsif (TOC) examinent le rle de certaines cognitions et
« métacognitions ». D’autres recherches tentent de déceler des biais ou des déficits
dans les processus du « traitement de 1’information » chez les obsessionnels. A ce
jour, la recherche sur le raisonnement s’est surtout penchée sur cet aspect dans la
population en général, sans viser la compréhension de la pensée des gens présentant
des difficultés psychologiques. La thése doctorale suivante veut en partie donner suite
a la suggestion de Rachman (1983) d’unir les théories du raisonnement aux théories
cognitives. Dans le cas de la présente thése, il s’agit de s’interroger sur les modéles de
raisonnement, comme celui des modeles mentaux (Johnson-Laird, 1983) et de
considérer leur application a une population clinique comme celle du TOC.

Les observations cliniques de O’Connor et Robillard (1995; 1996; 1999) ont
suscité I’hypothése que les obsessions seraient issues d’un processus de raisonnement
inductif particulier. Selon eux, I’individu souffrant du TOC a tendance a faire des
associations logiques non pertinentes, a écarter certaines informations au profit d’une
réalité hypothétique et a confondre un scénario peu probable avec une probabilité
réelle. Cette fagon de raisonner viendrait du fait que les personnes ayant un TOC ont
tendance a justifier I’obsession par une séquence d’événements qu’elles ont imaginé,;
lesquels, selon leur conviction, s’imposent & la réalité. L’expérimentation rapportée
par la thése suivante vérifie si, effectivement, les gens atteints du TOC sont
influencés par 1’émission de possibilités imaginées lorsque confrontés a des
possibilités réelles ou bien, si I’effet de fournir des possibilités influencent davantage
le doute obsessionnel. A cet effet, la prédiction était que le groupe TOC allait douter
davantage des conclusions initiales lorsqu’ils produiraient des possibilités
imaginaires, puisque celles-ci les détourneraient des possibilités réelles.

Les résultats montrent que les gens souffrant du TOC doutent autant que les
participants n’ayant pas le TOC dans toutes les conditions. Toutefois, ils doutent
davantage de la conclusion initiale lorsque 1’expérimentateur fournit des possibilités
alternatives. Ceci indique que les gens souffrant du TOC sont plus susceptibles aux
arguments venant de I’extérieur aux dépens des arguments venant d’eux-mémes. De
plus, les résultats sont concordants, nonobstant le contenu des exemples utilisés,
¢’est-a-dire peu importe si les exemples traitent de thémes obsessionnels ou non. La
discussion générale explique en quoi les résultats appuient une théorie basée sur les
inférences (O’Connor et al., 2005). Cette théorie cognitive identifie des stratégies de
raisonnement menant au développement de récits hypothétiques obsessionnels. Ces
récits puissants viennent remplacer les observations dans la réalité et renforcent le
doute obsessionnel. Les retombées cliniques sont discutées en plus des suggestions
pour des recherches futures.
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CHAPITRE I :

INTRODUCTION



La présente thése doctorale est composée d’un texte (rédigé a partir d’extraits
d’un livre publié) ainsi que d’un article expérimental. La thése vise a situer en quoi
les modeles de raisonnement peuvent, en général, contribuer au développement de
I’approche cognitive et plus spécifiquement, a la compréhension du trouble
obsessionnel compulsif (TOC). L’introduction qui suit permettra de situer le contexte
théorique dans lequel s’inscrivent les résultats rapportés par la recherche doctorale.

Le premier texte intitulé ‘Reasoning Models: Can formal reasoning inform us about
psychopathology’ a été publi€é en partie (environ 70p.cent) dans deux chapitres

séparés (chapitres II et IV) du livre ‘Beyond Reasonable Doubt. Reasoning Processes
in Obsessive-Compulsive Disorder and Related Disorders. (2005). O’Connor, K.P.,
Aardema, F.J. & Pélissier, M.C. Wiley : Chichester, UK., (voir la lettre de publication

de Wiley & Sons a I’appendice L, et la copie de la couverture du livre & 1’appendice
M). En effet, ce texte consiste en une recension des écrits sur le contexte théorique

des mode¢les du raisonnement (dont un extrait est publi¢ au Chapitre II : ‘Reasoning

in Everyday Life’) ainsi que I’état des recherches empiriques sur le raisonnement et la
psychopathologie (dont un extrait est publié au Chapitre IV : Reasoning in
Psychopathology’). Le deuxi¢me article de la these, intitulé «When Doubting Begins:
Exploring Inductive Reasoning in Obsessive-Compulsive Disorder.» (voir ’accusé

réception de cet article a I’appendice N) fait état de 1’application d’un paradigme du
raisonnement inductif comme méthode expérimentale dans le TOC, ainsi qu’une
discussion examinant en quoi 1’étude des processus de raisonnement appliquée au
TOC peut contribuer a I’avancement des connaissances sur les mécanismes de cette

psychopathologie.

Etat des recherches actuelles

La plupart des modéles de traitement du TOC soulignent 1’importance du rdle
de certaines cognitions et « métacognitions » dans le développement et le maintien du

trouble. S’appuyant le plus souvent sur des observations cliniques, les recherches



tentent de discriminer les pensées spécifiques au TOC. De plus en plus, le traitement
cognitivo-comportemental des obsessions et des compulsions intégre ces notions
(Salkovskis, 1999) sans bénéficier d’un soutien empirique satisfaisant apte a
remplacer les approches béhaviorales (, actuellement considérées comme le
traitement de choix contre le TOC. D’autres recherches tentent de déceler des biais ou
des déficits dans les processus du «traitement de I’information» chez les
obsessionnels, sans étre en mesure de démontrer le lien possible entre ces déficits et
le traitement clinique des symptomes. En résumé, les recherches en psychologie
cognitive se sont attardées principalement & des processus cognitifs hypothétiques,
possiblement déficitaires dans le TOC, permettant plut6t de décrire les symptomes du
TOC sans toutefois arriver & en expliquer le mécanisme.

Au tournant de ce qui pourrait, en quelque sorte, étre appelé « la révolution
cognitive », Rachman (1983) se souciait d’unir deux grands courants en psychologie
qui s’intéressaient & la pensée « irrationnelle » mais semblaient évoluer de maniére
indépendante. Il s’agit, d’une part, des théories cognitives issues d’observations
cliniques sur les cognitions erronées telles que postulées, entre autres par Beck (1976)
et Ellis (1962) et, d’autre part, de la théorie du raisonnement —que Rachman nomme
« psychologie cognitive »— telle que la théorie des « heuristiques » développée par
Tversky et Kanheman (1982).

Rachman (1983) souléve que les deux courants cognitifs se distinguent quant
au role qu’ils attribuent & la pensée irrationnelle. En effet, dans la thérapie cognitive,
la pensée irrationnelle est dans une certaine mesure pergue comme un signe
d’anormalité ou, & tout le moins, comme une « habitude » de pensée qui doit étre
corrigée. La recherche sur le raisonnement évite ce présupposé de 1’« humain
irrationnel » et considére plutdt que ce dernier est tout simplement faillible. Rachman
propose que les deux courants s’associent davantage afin de développer une théorie
plus élaborée de la pensée irrationnelle fondée sur des recherches empiriques.
Toutefois, le pont entre les deux approches ne semble pas s’étre fait et méme, une

troisiéme théorie s’est développée de maniére tout aussi indépendante, celle du



traitement de 1’information qui considére que la pensée humaine est un processus
analogue a celui I’ordinateur (traiter les informations, les garder en mémoire courte,
les récupérer dans la mémoire & long terme, etc.).

Les études sur le traitement de I’information dans le TOC tentent de déceler la
présence d’un déficit cognitif quelconque ou d’un biais dans la fagon d’exécuter des
taches cognitives, notamment dans des tiches d’attention sélective (Enright & Beech,
1993; Clayton, Richards & Edwards, 1999), d’attention soutenue (Milliery, Bouvard,
Aupetit & Cottraux, 2000), de mémoire (McNally & Kohlbeck, 1993; Brown,
Kosslyn, Breiter, Baer & Jenike, 1994; Constans, Foa, Franklin & Mathews, 1995;
Foa, Amir, Gershuny, Molnar & Kozak, 1997; Radomsky & Rachman, 1999) et de
mémoire visuelle (Dirson, Bouvard, Cottraux & Martin, 1995). Toutefois, les résultats
de ces diverses recherches sont souvent incongrus et ne permettent pas de conclure de
fagon définitive qu’un déficit du traitement de I’information existe dans le TOC.

Par exemple, Clayton et al. (1999) ont montré qu’il y avait des différences de
performances sur des tiches d’attention sélective entre les participants atteints du
TOC, un groupe clinique et un groupe contréle sans le TOC. Les taches d’attention
sélective demandent aux participants de porter leur attention sur certains stimuli et
d’en ignorer d’autres en méme temps. Dans cette étude, le groupe ayant le TOC
montre une habileté réduite a ignorer spécifiquement certains stimuli sans
importance. De plus, leur performance est amoindrie sur 3 des 4 sous-€chelles d’un
test d’attention sélective et soutenue. En revanche, d’autres recherches ne trouvent
aucune différence significative sur cet aspect entre des groupes similaires de
personnes ayant le TOC (Milliery et al., 2000). En effet, dans 1’étude de Milliery et
al. (2000) ou I’attention soutenue est mesurée par un index de sensibilité dans le
temps lors d’une tiche qui requiert une vigilance soutenue, le groupe TOC ne montre
aucune performance amoindrie en comparaison au groupe contrdle. C’est-a-dire que
les groupes TOC et contréle, diminuent leur attention soutenue a travers le temps, ce

qui est prévu par cette tache.



Un autre exemple qui illustre un manque de congruence empirique en ce qui a
trait & ’hypothése d’un déficit cognitif chez les obsessionnels, fait appel aux
recherches sur la mémoire vu que dans la majorité de celles-ci, un tel déficit n’est pas
décelé chez les personnes ayant un TOC (McNally et Kolhbeck, 1993; Constans et
al.,1995; Radomsky et Rachman, 1999). D’ailleurs, les résultats de ces recherches
révélent que les gens du groupe TOC sont souvent insatisfaits de leur niveau de
rappel mnémonique alors qu’ils font preuve d’une performance plus élevée que les
participants contrdles, lorsque les éléments & se rappeler ont un contenu anxiogéne,
considérés menagants et liés & leurs thémes obsessionnels personnels (Constans et al.,
1995).

Ainsi, il semble difficile de tirer des conclusions stables a propos des
recherches sur les processus du traitement de I’information. D’un point de vue
clinique, il ne semble pas non plus y avoir matiére & changer les méthodes
d’interventions puisque méme s’il est démontré qu’un client TOC doute de ses
habiletés mnémoniques, rien encore n’explique la raison de ce doute. Encore une fois,
les mécanismes du traitement de 1’information permettant de comprendre les
symptdmes du TOC ne sont pas clairs. A tout le moins, cette avenue de recherche est
insuffisante pour expliquer le mécanisme des obsessions. Ainsi, d’autres avenues de
recherche, concordant plutét a la réalité clinique du TOC, ont misé sur cette
phénoménologie des symptémes obsessionnels par le biais d’observations cliniques.

De fait, les recherches issues d’observations cliniques ont visé 1’identification
des cognitions ou des croyances caractérisant le TOC. Ces principales théories
cognitives ont largement été développées par Rachman (1981; 1993; Rachman et
DeSilva, 1978) et Salkovskis (1985, 1989). Rachman (1981) définit les obsessions
comme étant des pensées, des images ou des impulsions répétitives qui sont
inacceptables et/ou indésirables pour I'individu. Deux recherches similaires ont
montré que les pensées intrusives €taient présentes dans environ 80% des cas de la

population normale (Rachman et DeSilva, 1978; Salkovskis et Harrison, 1984) ce qui



a amené les auteurs a conclure que le phénoméne des pensées intrusives était
universel.

De plus, selon Salkovskis (1985), les pensées intrusives déclenchent des
évaluations négatives concernant le contenu méme de la pensée. En d’autres termes,

c’est I’interprétation négative face a ces idées intrusives, et non les idées intrusives

elles-méme, qui jouerait un réle primordial dans le développement et le maintien des
obsessions. Pour Salkovskis (1985) et Rachman (1993), cette interprétation négative
se manifesterait & cause de la présence d’une croyance de base concernant la
responsabilité personnelle, que Rachman (1993) appelle la « responsabilité
surévaluée » (trad. libre de ‘inflated responsibility’, p.149). L’individu obsessionnel
se sentirait plus coupable (que les gens non obsessionnels) du contenu de la pensée et
des conséquences sur lui-méme et/ou les autres d’avoir eu une telle pensée. Le
sentiment d’€tre responsable entrainerait le besoin de neutraliser la pensée
obsessionnelle afin de réduire 1’inconfort et valider la croyance d’étre un individu
responsable (I’individu se sent responsable lorsqu’il contrdle la pensée en la
neutralisant).

Toutefois, la responsabilité¢ surévaluée ne bénéficie pas d’un soutien
empirique robuste. Par exemple, Salkovskis, Shafran, Rachman et Freeston (1999)
proposent que la responsabilité surévaluée puisse se développer par le biais de cinq
sources : un sentiment de responsabilité délibérément ou implicitement encouragé
durant I’enfance; le développement d’un code de conduite extrémement rigide; des
expériences de I’enfance ou une sensibilité & 1’idée de responsabilité se développe, dii
au fait de ne jamais y étre confrontée; un incident ou 1’action ou I’inaction de la
personne auraient contribué a une situation facheuse et finalement, un incident dans
lequel il semblerait, par coincidence, que les actions ou I’inaction de I’individu aurait
contribué & une situation facheuse. A ce jour, les cinq sources liées au concept de
responsabilité surévaluée nécessitent toujours 1’appui de recherches empiriques afin
de valider qu’il s’agit bien d’une composante li€é au développement des obsessions.

D’ailleurs, un outil de mesure appelé le ‘Obsessive Belief Questionnaire’ (OBQ-87)



développé par le ‘Obsessive Compulsive Cognitions Working Group’ (OCCWG)
(2001, 2003) tente de valider le concept de plusieurs métacognitions sensées étre
pertinente au TOC. La responsabilité surévaluée fait partie de ces métacognitions
mais cette derniére ne ressort pas comme étant une variable prédictive trés élevée
(Emmelkamp et Aardema, 1999). Ceci souléve la question de la spécificité de la
responsabilité surévaluée au TOC. En d’autres termes, il s’agirait peut-étre d’un
phénomeéne présent dans la population en général et non spécifique a la pathologie
obsessionnelle.

Qui plus est, dans un article critique concernant le concept de la responsabilité
surévaluée, O’Connor (2002) souléve 1’argument suivant : si une métacognition de
responsabilité excessive suscite 1’évaluation exagérée des conséquences du danger et
culpabilise la personne au point d’accomplir les compulsions et d’entretenir une
obsession, alors quelle serait la raison qui empéche I’individu de se sentir responsable
de toutes les situations potentiellement dangereuses ? Un exemple est donné d’une
cliente qui se sent responsable que sa maison prenne feu mais qui n’est nullement
préoccupée par la possibilité que la maison soit inondée par exemple, autre option
tout aussi plausible, dangereuse et de laquelle elle serait tout aussi responsable. Cet
exemple semble illustrer que les obsessions découlent nécessairement d’un théme
personnel touchant I’individu souffrant du TOC. Pour O’Connor (2002), une
métacognition de responsabilité surévaluée n’explique pas la spécificité de
’obsession et une explication parcimonieuse mais plus compléte peut émerger si la
recherche se penche davantage vers les processus de raisonnement qui alimentent le
contenu obsessionnel de la pensée puisque des observations cliniques pointent vers
cette direction (O’Connor et Robillard, 1995).

En effet, plusieurs observations cliniques ont amené O’Connor et Robillard
(1995; 1996; 1999) a suggérer que les obsessions seraient issues d’un processus de
raisonnement particulier. Selon eux, I’individu avec le TOC a tendance & faire des
associations logiques non pertinentes, a écarter certaines informations au profit d’une

réalité hypothétique et & confondre un scénario peu probable (presque impossible)



avec une probabilité réelle. Cette fagon de raisonner viendrait du fait que les
personnes ayant un TOC ont tendance & justifier 1’obsession par une séquence
d’événements possibles, invoqués toutefois de fagon arbitraire et par lesquels, ils sont
convaincus, s’impose a la réalité. Au lieu de se fier a ’expérience d’une situation
présente, la personne agit comme si cette possibilité imaginée justifiait les
compulsions. Ainsi, les auteurs soulévent que la peur obsessionnelle n’est pas
maintenue par la vue d’un stimulus immédiat mais bien par une possibilité inférée qui
convainc I’individu de la réalité de ce raisonnement (O’Connor et Robillard, 1995).

Cette stratégie de raisonnement a été définie par O’Connor et Aardema (2003)
comme €étant un processus de ‘confusion inférentielle’. Les auteurs décrivent ce
processus de confusion comme étant un raisonnement par lequel I’individu confond
littéralement une possibilité imaginée par une possibilité immédiate et actuelle. En
d’autres termes, l’individu avec le TOC porte crédit & la ‘possibilité’ qu’un
événement puisse arriver en I’appliquant  une situation actuelle qui ne justifie pas ce
type de raisonnement. Dans ce contexte, la personne souffrant du TOC accomplie une
compulsion - geste posé dans la réalité - pour tenter de modifier une probabilité
imaginée ce qui ultimement, ne permet pas la résolution du doute obsessionnel
(O’Connor et Aardema, 2003).

Les questions soulevées par le modéle de la confusion inférentielle ainsi que
les observations cliniques sur le processus de raisonnement impliquées dans la
pathologie obsessionnelle sont de nouvelles avenues & explorer. Toutefois, malgré
que les chercheurs se penchent depuis plus de quarante ans sur 1’étude des processus
de raisonnement dans la population en général, il est rare que la pathologie ne soit
adressée ou intégrée de quelque fagon a cette compréhension de la pensée humaine.
La section suivante permettra de situer le contexte des recherches effectuées sur le
raisonnement dans la population en général, afin de comprendre en quoi ces

recherches peuvent servir de canevas a 1’étude du raisonnement obsessionnel.



Contexte théorique des modéles du raisonnement

Les recherches sur le raisonnement, issues de la tradition philosophique, ont
surtout examiné les conceptions les plus classiques du raisonnement déductif et
inductif. L’objectif général de ces recherches est de valider de fagon empirique en
quoi ces formes de raisonnement caractérisent la pensée humaine. A la lumiére de ces
efforts, plusieurs chercheurs en sont arrivés a la conclusion que dans beaucoup de
domaines, les gens semblent étre tout simplement incapables de raisonner de fagon
logique (Oaksford et Chater, 1993). Par exemple, Wason (1960, 1968) a montré que
les individus présentaient des ‘biais’ dans leur raisonnement, c’est-a-dire une fagon
systématique d’arriver & une conclusion en se basant sur des €léments non pertinents
du point de vue de la logique. Dans ce cas-ci, la conclusion de Wason était que la
plupart des gens ont tendance a confirmer une hypothése ou une régle sans tenter de
I’infirmer, ce qu’il a appelé le ‘biais de confirmation’. La liste des ‘biais’ du
raisonnement s’accentue nécessairement dans le cadre des recherches sur le
raisonnement déductif (voir une revue dans Manktelow, 1999) et la conclusion
demeure que la logique déductive est rarement respectée dans la population

En ce qui a trait aux recherches sur le raisonnement inductif, Oaksford et
Chater (1993) avancent que deux courants se démarquent dans la littérature : ceux qui
proposent que I’humain raisonne de fagon logique et ceux qui affirment que les
humains raisonnent en termes de probabilités. Gigerenzer et Goldstein (1996)
suggerent que les apparences de cette ‘distinction’ sont trompeuses et donc, que les
deux courants s’inscrivent dans un modéle classique de rationalité. Ces auteurs
expliquent que les deux courants croient aux lois de la probabilité comme étant une
norme dans le raisonnement mais cependant, qu’ils se distinguent quant au réle que
joue I’étre humain dans cette utilisation des normes statistiques et probabilistes. Vu
sous cet angle, les deux approches congoivent que 1’étre humain raisonne selon un
processus logique mais pour Gigerenzer et Goldstein (1996), les humains raisonnent

différemment dans leur ‘raisonnement de tous les jours’, ne répondant pas
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nécessairement & des normes logiques classiques mais plutdt & des contraintes de
temps, de connaissances et de capacité & permuter chacune de ces variables.

Cette orientation vers le raisonnement inductif plus prés du ‘raisonnement de
tous les jours’ fait écho a la théorie des modéles mentaux (MM) proposée par
Johnson-Laird (1983; Johnson-Laird et Byrne, 1991). Cette théorie définit le
raisonnement inductif par ‘n’importe quel processus de pensée menant & une
conclusion, qui augmente I’information sémantique des prémisses de bases initiales’
(Johnson-Laird, 1994b). L’auteur propose que I’induction qualifie un processus par
lequel on comprend le monde. Selon lui, il s’agit d’une opération dans laquelle de
I’information nouvelle est ajoutée a un ‘modéle mental’ déja existant. Les modéles
mentaux peuvent étre des images ou des mots mais le plus important est surtout la
structure de ces modeles, leurs interactions, représentations et caractéristiques. Cette
compréhension du raisonnement inductif semble se rapprocher davantage du
raisonnement de ‘tous les jours’ puisqu’il ne concerne pas la recherche de la ‘bonne
réponse’ mais plutét de celle qui'correspond a la structure personnelle du

raisonnement de chaque individu.

Le raisonnement dans la population obsessionnelle

Peu d’études ont tenté de valider le raisonnement dans le TOC. Seul Reed
(1977), a formellement examiné le raisonnement déductif et inductif entre un groupe
TOC et groupe clinique contrdle. Selon cette étude, le groupe TOC avait plus de
facilit¢ dans les tdches de raisonnement déductif en comparaison aux taches
inductives mais une lecture attentive révéle une limite importante & la généralisation
de ces résultats. En effet, la population formant le groupe TOC présentait les critéres
diagnostiques du DSM-III concernant les symptomes du trouble de personnalité
obsessionnelle-compulsive et non les crittres du TOC. De plus, ’absence d’un

groupe contrdle sans trouble clinique limite la spécificité des observations.
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Plus récemment, Pélissier et O’Connor (2002) ont exploré le raisonnement
déductif et le raisonnement inductif chez les gens souffrant du TOC. Ces deux types
de raisonnement sont traditionnellement considérés comme les deux formes logiques
de la pensée humaine. Faire une déduction implique de tirer une conclusion
spécifique a partir de prémisses généréiés données et présumées Etre vraies (ex : tirer
une conclusion précise & partir d’informations générales). En ce sens, une déduction
est toujours valide s’il est donné que les prémisses sont vraies. Un processus de
raisonnement inductif implique de tirer une conclusion générale a partir de certaines
prémisses spécifiques, mais en utilisant nos connaissances, nos hypothéses, opinions
et expériences. En ce sens, il n’est pas assuré que la conclusion soit exacte puisqu’elle
dépend des hypothéses alternatives qui ont été exclues, de fagon idiosyncrasique, lors
du raisonnement de 1’individu (Manktelow, 1999).

Ainsi, dans I’étude de Pélissier et O’Connor (2002), le raisonnement déductif
et inductif a été¢ évalué aupreés de trois groupes: 12 personnes avec un TOC, 10
personnes ayant un trouble d’anxiété généralisée (TAG) et 12 personnes sans
probléme psychologique rapporté. Les trois groupes ont accepté de compléter une
batterie de tests comprenant des tz'i.ches de raisonnement fréquemment utilisées dans
les recherches sur le raisonnement dans la population normale (ex: Taches de
sélection de Wason) (Wason et Johnson-Laird, 1972), ainsi que certaines tiches
développées par les auteurs au Centre de recherche Fernand-Seguin (centre de
recherche affilié & 1’Université de Montréal). Ces outils de mesure ont été validés
auprés de 17 participants indépendants, sans probléme psychologique rapporté, afin
d’obtenir une dispersion satisfaisante des scores. Les résultats de cette recherche
démontraient 1’absence de différence entre les trois groupes dans les tiches
déductives mais suggéraient certaines particularités venant du groupe TOC dans le
raisonnement inductif. En effet, 1’une des trois tiches inductives demandait aux
participants d’inférer le plus de raisons possibles pouvant justifier un énoncé
arbitraire (un énoncé n’évoquant pas un théme lié au TOC, donc neutre) et fourni par

I’expérimentateur (‘Selon vous, pourquoi ce crayon m’appartiendrait-il?”). Le
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participant devait au départ estimer son degré de croyance (entre -100% et +100%)
que ’énoncé arbitraire était vrai. Aprés avoir inféré le plus de raisons possibles
pouvant justifier 1’énoncé arbitraire, il devait estimer & nouveau son degré de
croyance envers 1’énoncé arbitraire. Dans cette tiche, le groupe TOC a diminué son
degré de croyance de fagon considérable (baisse de plus de 50%) comparé aux deux
autres groupes.

Les résultats de cette étude révelent que lorsque les gens avec le TOC
réfléchissent et inférent des situations, ils arrivent & se convaincre que ces situations
sont tout aussi plausibles, ou enfin & ébranler leur certitude initiale. Toutefois, une
des limites de ces résultats concerne le fait qu’il n’y avait pas de condition contrdle
pour ce qui est du contenu (par exemple, un exercice similaire traitant cette fois d’un
thé¢me obsessionnel). L’exécution d’une tdche semblable ou le contenu serait lié 4 un
contenu TOC suppose que le doute serait encore plus marqué dans le groupe TOC
lors des exemples avec un contenu lié¢ au TOC puisque les compulsions (répétitions,
vérifications, lavage excessif, etc.) apparaissent suite au doute obsessionnel. Il est
possible de supposer que le doute serait mis en marche par un raisonnement encore
plus influencé par les possibilités imaginaires que lorsqu’il s’agit d’un contenu
neutre. C’est une des hypothéses dont il sera question et qui sera vérifiée lors de
I’expérimentation rapportée dans le deuxiéme article.

Une autre question soulevée par les résultats de cette étude est liée a la forme
de raisonnement. En effet, la tAiche décrite mentionne que 1’expérimentateur demande
aux participants d’inférer des raisons pouvant soutenir un énoncé arbitraire mais tel
que mentionné plus t6t, les observations cliniques de O’Connor et Robillard (1995,
1996, 1999) proposent que les gens souffrant du TOC ont tendance a douter
davantage de leurs inférences en raison d’une confusion entre une possibilité réelle et
une possibilité imaginée. 11 serait pertinent de vérifier si, lorsqu’ils sont confrontés a
des possibilités réelles, les gens ayant le TOC seront influencés davantage qu’un
groupe contrdle par 1’émission de possibilités imaginées. Il est possible de supposer

que les gens du groupe TOC douteraient davantage des conclusions initiales
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lorsqu’ils inférent des possibilités imaginaires car ces possibilités imaginées les
détourneraient de la possibilité réelle (ce qui confirmerait le processus de confusion
inférentielle). Il s’agit donc d’une autre hypothése a laquelle 1’étude tentera de
répondre dans la recherche rapportée dans le deuxiéme article.

Afin de tester les hypothéses tout juste mentionnées, une tiche tirée d’une
étude pilote de J-Laird (1994a) a été choisie puis adaptée pour cette étude puisqu’elle
permet de mesurer le raisonnement inductif. La description de 1’adaptation et du
développement de cette tiche sera explicitée plus loin. Le premier article visera la
recension des écrits des modeles de raisonnement afin d’exposer diverses théories du
raisonnement et 1’évaluation de leur capacité d’informer les théories cognitives. De
plus, cet article fera une revue des études ayant utilisé des paradigmes des modéles du
raisonnement, effectuées aupreés de diverses populations cliniques. Le deuxiéme
article de la thése sera plus spécifique en ce qui a trait au réle du raisonnement dans le
TOC et décrira I’expérimentation et les résultats de 1’étude vérifiant les conditions du

raisonnement inductif dans le TOC mentionnées plus tot.



CHAPITREII :

‘REASONING MODELS: CAN FORMAL REASONING THEORIES INFORM US

ABOUT PSYCHOPATHOLOGY ’

Environ 70p.cent de ce texte a été publié par Wiley & Sons, Ltd. dans les chapitres Il
et IV dulivre ‘Beyond Reasonable Doubt. Reasoning Processes in Obsessive-

Compulsive Disorder and Related Disorders. (O’Connor, Aardema et Pélissier, 2005)
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Abstract

Purpose: To review general reasoning theories and assess: their implications
for pathological thought; their potential link to cognitive research, and their
application to cognitive treatment techniques. Methods: Summarise diverse theories
of human reasoning and review research which has used reasoning paradigms to test
pathological thinking. Results: This review shows that research into reasoning and
pathology is of two types: studies that manipulate content in order to understand
reasoning processes, in particular psychological disorders; and studies that inform us
about psychopathology by using reasoning paradigms to illustrate how reasoning
performance can mirror the mechanisms of pathology. Conclusions: Reasoning
studies using pathological content seem a promising avenue to understand thinking
processes in psychopathology. How people reason within the psychopathology can be
reliably measured but so far, we still lack reliable empirical studies. Future studies
should try to measure reasoning stfategies in everyday context, and tailor exercises to

reasoning process, which reflect actual thinking behaviour.
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Résumé

Objectif : Faire une synthése des théories du raisonnement en général et évaluer : leur
role concernant la pensée pathologique; leur lien potentiel a la recherche cognitive, et
leur application au traitement cognitif. Méthode : Résumer les diverses théories du
raisonnement et faire la recension des recherches ayant utilisé des paradigmes du
raisonnement pour examiner la pensée pathologique. Résultats : Cette recension des
écrits montre que la recherche portant sur le raisonnement et la psychopathologie est
de deux types : les recherches qui manipulent le contenu des tiches afin de
comprendre les processus de raisonnement, en particulier les troubles
psychologiques; et les recherches qui font I’utilisation de paradigmes du
raisonnement afin d’illustrer comment la performance au raisonnement peut imiter les
mécanismes psychopathologiques. Conclusion : La recherche sur le raisonnement qui
utilisent des taches variant les thémes liés a la psychopathologie semble étre une
avenue prometteuse afin de comprendre le processus de pensée pathologique. La
fagon dont les gens raisonnent selon la psychopathologie peut étre mesurée mais a ce
jour, il y a peu de recherches empiriques convaincantes. Les recherches futures
pourraient tenter de mesurer les stratégies de raisonnement plut6t dans le contexte de
la vie de tous les jours ainsi que de développer des taches plus adaptées aux processus

de raisonnement qui reflétent la pensée de maniere plus réaliste.
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Introduction

Some of the first cognitive theories evoked the use of reasoning to support the
explanation of how people’s behaviour was influenced by the way they think. For
example, Beck (1976) proposed that cognitive distortions were at the root of
misguided thinking and Ellis (1962) referred to irrational premises (If....then....)
causing emotional damage. However, empirical data to support occurrence of such
cognitive strategies are less clear. For example, the technique of ‘cognitive
restructuring’ has shown to be clinically relevant and helpful in behaviour therapy but
the mechanisms by which ‘restructuring’ operates remains vague other than people
start ‘changing their minds’, that is th_ey start ‘seeing’ and ‘saying’ different things
about what concerns them. In actual fact, it seems that the mechanisms of change in
cognitive therapy are not very well understood (Brewin, 1996).

Earlier, it was pointed out by Rachman (1983) that cognitive research had
taken two separate directions and that both could benefit our understanding much
more if they were integrated: clinical cognitive theories versus cognitive research. In
effect, Rachman suggests that clinical cognitive theories such as those developed by
Beck could benefit from more empirical support with the use of reasoning theories,
like a theory on reasoning with heuristics, developed by Tversky and Kahnemann
(1982). On the other hand, he proposed cognitive research should consider

psychopathology when testing thinking.
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However, most empirical support for clinical cognitive theories tends to focus
on information process studies. Unlike reasoning theories, information processes
make assumptions about hypothetical structures responsible for performance of the
mind. In this view, cognition is defined as a mental activity that handles
environmental stimuli, that is perception, memory and recall. Measures of these
hypothetical structures are taken through analysis of performance on tasks designed
to test them. For example, when people who are anxious take less time to select
‘threat’ relevant words on a modified Stroop task (a task originally developed to test
interaction between perception of a colour and reading of a word in a different
colour), it is assumed that these anxious people present an ‘attentional’ bias. In
reasoning theory, assumptions about what produces performance are avoided and
observation of Aow performance is produced or problems are resolved is relied upon.
Hence, reasoning theories seem to reflect psychological processes more clearly where
they do not superimpose any hypotlfé’tical structure but focus more on describing
what can be observed while performing reasoning tasks. However, most reasoning
theories do actually hold assumptions about human’s abilities of the mind, like the
innate ability to be logical for example, and these will be discussed further.

Effectively, the following review paper makes an attempt at connecting the
implication of general reasoning theories to pathological thought. Its fundamental
question is the following: As cognitive psychologists, can we benefit from theories of
reasoning in order to understand psychopathology? This paper is based on the idea

that reasoning, whether rational or irrational is what people do all or most of the time.
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Hence, to understand pathology, we need to look at which reasoning strategies are
used when people are ‘seeing’, ‘saying’ and ‘doing’ pathological things. Are these
strategies the same or different inside and outside the symptoms? For example, if
someone experiencing nausea and faint symptoms adopts the following reasoning: ‘I
feel nauseous and faint, I must be going crazy. I have to get out of here right away...’
Is that person applying the same reasoning strategy when s/he feels a sore throat and a
headache, for example: ‘I feel a sore throat and a headache. I must be coming down
with a cold. I have to cover up right away...” Different conclusions bring on different
actions. Is the person using a different reasoning strategy or showing an incorrect way
of understanding one’s bodily symptoms in one instance and a correct way in the
other?

Using standard cognitive explanation, the last example would represent the
following: the person thinking s/he must leave the situation because s/he feels
nauseous and faint is making a cognitive error called ‘emotional reasoning’ where
having physical sensations is given a particular significance for instance here, that
s’he is going crazy. However, the ‘cognitive error’ explanation does not specify why
it would apply to the situation of feeling nauseous and faint but not to the sore throat
and headache situation. Now, using reasoning theory could lead to the following
understanding of the same example: feeling nauseous leads to the conclusion of
leaving the situation because the person has reflected on the fact that ‘feeling
nauseous’ and ‘faint’ for no apparent reason was impossible and concluded that they

were representative of going crazy (may be false but valid for that person) while the
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other symptoms may have appeared after going out into the cold without a hat for
example and that would be representative of catching a cold. The distinction to be
made here is the following: in a standard cognitive explanation, a ‘cognitive error’ is
inferred to be at the root of a symptom presentation but in a reasoning explanation, no
such bias is assumed. Instead, the thinking is viewed as is, a reasonably valid
conclusion based on questionable premises. It is the content of the premises that are
arguable, not the conclusion itself which logically follows from the false premises. In
other words, cognitive theory states that it is not the event in itself that is the problem
but what meaning you attach to this event. In reasoning, one would affirm that an
event in itself promotes reflection on how the event fits or does not fit with one’s
previous model, that is, how the event fits with one’s experience so far. Nevertheless,
cognitive researchers have been looking for processes that could explain how people
filter information and reasoning researchers are exploring how people understand the
world. In line with both theories is that thinking, is considered to be part of human
behaviour and the challenge of researchers in psychology is to understand and predict
how people think.

This paper will review main reasoning theories and look for evidence on
whether these theories are informative about pathological thinking. The result of the
review should help clarify and support which theory or theories seem most useful to
understand psychopathology. Second, the paper will summarise the actual state of
reasoning research in psychopathology and critically assess whether this research is

using reasoning theory as grounds to inform us about psychopathology. Finally, the
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conclusion will discuss the importance of the link between reasoning research and

psychopathology and suggest how best to pursue this line of research.

Theories of human reasoning

Theories of how people reason will be described according to three leading
currents. First, mental logic or inference-rule based theory dating back to early
philosophers like Aristotle who portrayed human thinking as an operation requiring
the use of principles of logic. Second, developed by Tversky and Kanheman (1982) is
a theory of reasoning according to heuristics, viewing human thinking as a biased
process where incorrect probabilistic estimates filter judgement and decision making.
Third, the theory of mental models developed by Philip Johnson-Laird (1983) and J-
Laird and Byrne (1991), viewing reasoning as a coherent system that is not
necessarily logical in a mathematical sense, but consistent within itself according to
each person’s construction of mental models. Reasoning research has tried to explain
the way people think, reason and make decisions about the world which ultimately,
implies that there may be a standard way of reasoning which once understood, will
reveal the rules as well as the inconsistencies existing within human thinking.
However, many arguments have been formulated against such a pursuit and they will

be exposed later as the following section summarises theories of inference rules.
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Theory of Inference Rules

The hypothesis that people reasoned with inference rules originated from
philosophical tradition, where it was assumed a person used mental logic, that is,
pursued the goal of thinking in a logical manner. Those who failed to be logical
simply needed to be trained in thinking more logically. As Rachman (1983) noted, in
this view humans are not irrational, simply fallible. Theories of inference rules are
said to be normative, that is, they describe what is considered to be the ideal process
of correct logical thinking. The concept of innate logical abilities was formalised by
Piaget, in the mid-sixties. Effectively, his theory of abstraction suggested that
maturation and experience enabled formal reasoning processes. In other words,
adequate experiences of stimulation combined with growing older leads to
sophisticated thought processes. These cognitive processes are developed in different
stages which are cumulative: sensorimotor, preoperational, concrete operations and
formal operations.

Piaget’s cognitive development theory (1952, 1977) has shaped much of
research in developmental psychology from being sustained empirically to being
criticised for it’s assumptions. In their review on the state of reasoning research,
Manktelow and Over (1990) underline the main criticisms of Piaget’s theory. For
example, they state how ignorance may be at the root of poorer performance rather
than lack of maturation. Also, how memory capacities are necessarily better in adults

than in children which could explain some of the differences in abilities. In their
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review on the development of conditional reasoning, Markovits and Barrouillet
(2002) also argue that Piaget’s model resembles more an epistemological theory than
a psychological one in the sense that it tries to map out competence at a theoretical
level but is unable to describe the variations often seen in reasoning performance. In
other words, Piaget’s theory is an ideal form of reasoning which does not always
concord with actual observations of reasoning. It has been said logical thinking
concerns ‘how we should think® and not how we actually do think. However,
inference rules theory has shaped our view of human’s abilities of thinking and the
next section will describe the main elements of normative reasoning theories namely,

syllogistic, deductive and inductive reasoning.

Syllogistic reasoning

A more traditional and thoroughly investigated way of understanding
reasoning which dates to Aristotle is the use of syllogisms. Abstract reasoning
problems are useful since they do not necessarily require the use of prior knowledge
or beliefs in order to be resolved and thus lead to the observation of ‘pure’ reasoning
mechanisms. As explained by Evans (1982), tasks in which real-life problems are
examined increase the probability that some memory of a similar task, instead of
reasoning, will be used. Syllogisms are typically exposed by stating a major premise

and a minor premise with its following conclusion. For example, the sequence here:
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Major premise: All A are B
Minor premise: AllBare C
Conclusion: All A are C

The basis of syllogistic reasoning is concluding that A and C are related,
something which is not explicitly stated but inferred by the use of the minor premise
‘All B are C’. Syllogisms range from being difficult to solve, to being easily solved
but with the help of other means than reasoning! Such a bias was proposed to explain
that certain pairs of premises actually suggest a ‘mood’ and lead to a ‘type’ of
conclusion. This is called the ‘atmosphere theory’ and means that for example, a
premise containing a negation will lead to a conclusion containing a negation.
However, it was argued by Evans, Newstead and Byrne (1993) that the atmosphere
theory only explains the manner in which people perform syllogisms and not the
reasons why participants react that way. Manktelow (1999) also suggests that the
atmosphere theory refers to a mechanism of response and that it can really be
considered to be a response bias. Clearly, creating a ‘pure’ reasoning condition
sparked a debate about the validity of such measures outside of its own parameters.
That is, it is difficult to know if pure reasoning forms are really expressing the way
we reason when faced with everyday situations and this is why the syllogistic
approach is less favourable to understanding psychological processes of everyday
reasoning. It does not resemble psychological processes enough to apply this to

understanding pathology. Deductive reasoning is another well investigated reasoning
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strategy and the following section illustrates its contribution to the understanding of

human thinking.

Deductive reasoning

Typically, there is a distinction to be made between deductive and inductive
reasoning. In deductive reasoning, conclusions are made on the basis of premises that
are presumed to be true. In principle, deduction should yield valid conclusions, i.e.
those in which the conclusion must be true if the premises are true (Johnson-Laird,
1999). The structure of the argument is what gives the conclusion its validity and not
the content of the premises per se (Manktelow, 1999). The following form would

represent this theoretical argument:

Initial premise: All A are B
Proposition A
Conclusion: B

Supposing you added content to such an argument, you would find the

following;:
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All beaches are sandy.
This is a beach.
This beach is sandy.

Regardless of the fact that some beaches are NOT actually sandy, in it’s pure
form, the argument is valid. This is so because in deductive reasoning, all the
information required in order to draw a conclusion is explicitly found in the premises.
Hence a logical argument does not require any semantic knowledge to be solved.
Other forms of deductive arguments concern conditional statements, like a
proposition in the form of: ‘if p then ¢’. This conditional framing is also called modus

ponens. Here is an example of a modus ponens (MP) :

If the mountain is high then the oxygen is rare. (If p then q)
The mountain is high. (p)
The oxygen is rare. @

If you negate the antecedent (not p) you then draw a different conclusion. An

example of denying the antecedent (DA) is the following:

If the mountain is high then the oxygen is rare. (If p then q)
The mountain is not high. (not p)
The oxygen is not rare. (not q)

On the other hand, if you use affirmation of the consequent (AC), you would

find the following:
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If the mountain is high then the oxygen is rare. (If p then q)
The oxygen is rare. (@
The mountain is high. (p)

And finally, the modus tollens which states ‘if p then not-q’ describes the

instance when the consequent is denied, as shows the following example:

If the mountain is high then the oxygen is rare. (If p then q)
The oxygen is not rare. (not q)
The mountain is not high. (not p)

In mental logic, only two forms of deduction yield valid conclusions and they
are the modus ponens and modus tollens. A valid deductive conclusion is one that is
true if the premises are true. So if we assume that it is true that if the mountain is high
then the oxygen is rare, the reverse (the mountain is not high, the oxygen is not rare)
is not necessarily true (DA) and neither is the converse (if the oxygen is rare, then the
mountain is high) (AC), so DA and AC do not necessarily lead to valid conclusions.
In other words, a conditional rule is one of implication where p implies g but the rule
is not one of equivalence, that is p is not equivalent to q. That is precisely why DA
and AC forms do not produce valid conclusions. For example, other conditions than
‘high mountains’ can produce rare oxygen (extreme high heat, a closed space,
dehydration, etc.) but a high mountain implies that oxygen is rare, so oxygen MUST

be rare if in a high mountain.
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Conditional reasoning is meant to illustrate logical forms of reasoning but if
applied to a clinical example, it becomes apparent that the different conditional forms
would not be judged by the same logical validity criteria in everyday reasoning:

Take for example a modus ponens (MP) using everyday thinking:

If I am pleasant to everybody than everyone will like me. (If p then q)
I am pleasant to everybody. ()
Everyone likes me. @

The same example when denying the antecedent (DA) would yield the

following:

If I am pleasant to everybody than everyone will like me. (If p then q)
I am not pleasant with everybody. (not p)
Nobody likes me. (not q)

Affirmation of the consequent (AC) as in the following:

If I am pleasant to everybody than everyone will like me. (If p then q)
Everyone likes me. (@
I am pleasant to everybody. (p)

And finally, the modus tollens as shows the following example:
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If I am pleasant to everybody than everyone will like me. (If p then q)
Nobody likes me. (not q)
I am not pleasant to everybody. (not p)

From a logical point of view, both modus ponens and modus tollens forms are
correct however, from a clinical point of view, all four examples would be invalid
and disputed by the cognitive therapist simply because the initial premise is debatable
(being pleasant to everybody does not necessarily lead to everyone liking you!). In
that sense, conditional reasoning paradigms concern verifying logical validity of an
argument rather than observing the actual process of human thinking which means its
use in terms of research into pathology may be limited. Moreover, people are not very
successful when trying to solve conditional reasoning tasks, as is illustrated in the
case of one of the most documented experimental task of deductive reasoning called
the Wason Selection Task (WST).

The WST was created by Wason (1966) and proved to be very informative
about people’s deductive reasoning abilities. In the WST, you are typically shown
four cards with a letter or a number on each of them (for example A, M, 2 and 7). The
experimenter then presents you with the following conditional rule: ‘If there is a
vowel on one side, then there is an even number on the other’. Your task is to point
out which card(s) MUST be turned over in order to find out if the conditional rule is
true or false. It is expected that one uses the abstract rule of logic in both forms of

modus ponens (“if p than q’) in order to confirm the rule and in modus tollens, (if p
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than not-q), to seek evidence that would disconfirm the rule. Typically, people tend to
use the modus ponens form, that is, they try and confirm the rule by turning over the
‘A’. Fewer than 10% of people try to falsify the rule and this result has been
consistent and replicated over the last two decades (Evans, 1982; 1989). Wason
(1968) and Johnson-Laird and Wason (1970) supposed that the absence of
falsification meant that people’s reasoning was characterised by a confirmation bias,
the tendency to look for confirming evidence without looking for disconfirmation.
The confirmation bias proved useful to illustrate how people are simply not ruled by
principals of logic. Hence here, what can be learned as cognitive psychologists, is that
people are not inclined to look for falsifying evidence when it comes to abstract
material. However, what it also seems to show is that abstract reasoning tasks do not
describe thinking processes as they are per se, but how humans fail to be logical. In
other words, by devising logical abstract tasks and testing people on the standard of
their logical abilities, it becomes apparent that human’s natural tendency is to think
illogically. Wason (1969), attempted to prompt people to use contradicting evidence
in order to falsify the rule and found that people still preferred confirming evidence
and avoided using falsifying information.

The ‘confirmation bias’, underlined by the WST results prompted Evans
(1972 cited in Manktelow & Over, 1990) to look for another explanation than the
inability to disconfirm a rule which he called a ‘matching bias’. In effect, he thought
it more plausible that participants had a tendency to make unjustified inferences

where they would verify only the cards that showed information named in the rule (so
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for example, the vowel and the even number). Thus, Evans and Lynch (1973 cited in
Manktelow & Over, 1990) found evidence for the matching bias using a modified
version of the WST, proving that participants can arrive at the correct conclusion
(falsifying the rule) by pure accident, that is, selecting the falsifying card not for
logical reasons but because something in the rule states it’s falsifying condition.
Evans (1989) later underlined that it is not because people don’t want to falsify
information but rather an inability to do so.

The proposition of an effect such as the matching bias underlines how
relevance and context can be involved in reasoning tasks. It also points out how
abstract rules of reasoning are not necessarily used to solve a particular task because
knowledge and context can yield a conclusion, whether valid or not. Nevertheless,
reasoning biases do inform us about the particularities of human reasoning and the
following section will further illustrate how these reasoning strategies influence the

outcome of reasoning tasks in particular.

Reasoning biases

The majority of research focusing on reasoning biases stems from
experiments in syllogistic and conditional reasoning. As was mentioned earlier, the
matching bias was illustrated by modifying a conditional reasoning task (WST) and
realising how people tend to be influenced by the manner in which the conditional

rule is presented. In syllogistic problems, participants are also influenced by ‘non
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logical’ issues that is, aspects of the task which are not meant to interact with its
resolution (Evans & Over, 1996). For example, the belief bias is the tendency for
people to accept invalid arguments because they are faced with believable
conclusions, not necessarily correct ones. Evans, Barston and Pollard (1983)
empirically demonstrated that belief interacts with reasoning in a series of
experiments showing how people had a strong tendency to uncritically accept
believable conclusions, while being more careful in their assessment about
unbelievable ones.

Two explanations were proposed by Evans (1989) for the belief bias. One is
the possibility that people are misunderstanding the logical prerequisites of what
constitutes a valid argument, what the author calls ‘misinterpreted necessity’. In
effect for most people, the fact that an argument may follow from a premise is good
enough to conclude that it is valid, whereas in logic, a conclusion must follow from
an argument to conclude that it is correct. A second explanation for the belief bias,
the ‘selective scrutiny’ argument, is that before solving any reasoning problem,
people possess a selective heuristic where in the case of an unbelievable conclusion,
they may be more prone to use logical analysis because of how surprising the
conclusion is, whereas in a believable conclusion, they may be less rigorous. Oakhill
and Johnson-Laird (1985) also showed how that the belief bias was equally apparent
when people generated their own conclusions: that is, the interpretation of the given
premises was correct but the reasoning process and resulting conclusions were altered

by peoples’ beliefs.
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Some researchers have tried to diminish the belief bias effect by adding
information in the instructions to help the participants avoid using prior knowledge
and understand that a logical valid conclusion must follow from the given premises
and only IF they do, should they conclude it is valid, regardless of whether the
conclusion is plausible. For example, experiments by Newstead and colleagues
(1992; 1994; cited in Evans & Over, 1996) showed that the belief bias could be
greatly diminished with the use of these ‘augmented instructions’ but not completely
eliminated. Another study replicated these results by further validating how the belief
bias was apparent irrespective of participants’ abstract reasoning abilities (Markovits
& Nantel, 1989).

As was pointed out earlier, the results of the Wason Selection Task
demonstrated the occurrence of a confirmation bias. A very important experiment
which further empirically validated this idea was devised by Wason (1960). It is
known as the ‘2-4-6 Problem’ and it tests inductive reasoning. Participants are
presented with a series of three numbers (typically: 2 4 6) and they are told that they
need to discover a rule that the experimenter has in mind, which governs the order of
the three numbers. For the participant to find out the experimenter’s rule, he or she
needs to write down a series of three numbers that would illustrate it. For each set of
numbers, the experimenter will indicate whether their guess conforms to the rule but
participants are instructed to announce the rule only once they are sure it is the correct

one. The participant writes down each of his hypotheses. So for example:
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Instances (+or-) Hypothesis
(conforms or not)

2 4 6 Given.

32 34 36 (+) Adding 2 to even numbers.

7 9 11 () Adding 2 to any numbers.

22 28 34 (+) Any increasing even number.

62 73 Bl () Any increasing number.
Correct

So the rule is ‘any increasing number’ but the major finding is that
participants have a tendency to test only positive instances of the hypothesised rule
which shows that falsification is not a primary reasoning strategy used by people in
general.

In summary, people do not naturally resort to strategies that would help them
solve logical reasoning tasks on the one hand and on the other hand, individuals seem
to be influenced more by knowledge and context. This is of great concern to
reasoning researchers and increases the difficulty to solve the debate as to how we
reason and arrive at conclusions. An alternative solution proposed by Evans, Over
and Manktelow (1993; Evans & Over, 1996) considers that these ‘reasoning biases’
should not stand as proof of human irrationality but rather, as evidence that reasoning
may include a dual process: rationalityl, which describes reasoning in a way that is
usually reliable and efficient for achieving one’s goals (based on prior experiences

and beliefs) and rationality2, meaning reasoning with principals of logic when one
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has reason to. The theory contends that both types of rationality are also bound by
‘cognitive constraints’, meaning people’s ability to process information. Hence, it is
proposed that individuals use one, or the other type of reasoning, according to what
presents itself to be solved. That is, normal, everyday decision making situations
would require practical reasoning (rationalityl), so for example, deciding on whether
or not to bring a raincoat before leaving the house. On the other hand, rationality2
would require theoretical reasoning like deciding if it is indeed raining, implying
observation of the sky and logically inferring what follows from what you observe.
This proposal suggests it could account for why people fail to be logical when tested
on formal reasoning tasks. Evans (1989) had even proposed that ‘debiasing’, a
procedure meant to reduce or even eradicate the impact of reasoning biases could
enhance people’s ability to use rationality2, that is, solve logical reasoning tasks.
Evans and Over’s rationalityl and 2 theory has not been accepted
unanimously as some researchers have argued for a more unified competence whether
it be based on the premise that people reason with practicability (only using
rationality1) or that people reason with theoretical principals (using only rationality?2).
For Johnson-Laird (1999), the theory’s strength is that it can indeed explain both
reasoning competence and incompetence however, this would accommodate too

much and thus become difficult to test and disprove.
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Limits to reasoning studies

Many criticisms have been formulated against diverse aspects of formal
reasoning testing. The first being whether or not people reason with the mechanism
inferred by the experimenter. Cohen (1981) puts forth what he calls the ‘normative
system problem’ whereby for example, people may be using a more personal system
of probability (based on experience) while the experimenter expects and intends a
more statistical probabilistic mechanism of reasoning to be used. A second argument
against a normative system of reasoning concerns the problem of the cognitive load
such abstract tasks can put on a participant. It is thus argued that it is incorrect to
qualify someone as being irrational if that person cannot solve a task that is beyond
the limits of their human cognitive processing abilities.

Another argument over cognitive processing abilities has been considered by
Oaksford and Chater (1993) as a problem of ‘external validity’, where a normative
system theory does not transpose well into real-life problems because previous
knowledge and beliefs are taken into account in ‘real-life reasoning’. Cohen (1981)
has also argued that external validity was in danger because laboratory experiments
were artificial and not representative of normal thinking and reasoning.

Finally, a third argument of ‘interpretation’ may account for why participants
may not be assessing reasoning problems in the way intended by the researcher.
Henle (1962) argues that people’s personal representation of the problems would

yield to conclusions that were logical if one considers that person’s specific
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representation of the premises. Hence in this view, mental logic is actually existent,

only the task is unfit to represent it adequately.

Reasoning with heuristics

The work of Tversky and Kahneman in the early 1970s, concerns reasoning as
a decision making operation where premises are judged according to a restricted
number of heuristics. These heuristics are principles which allow people to avoid
calculating probabilities or predicting values. However, these heuristics can lead to
systematic errors because the assessment of premises is based on data of limited
validity. So for Tversky and Kahneman (1982), just as people’s perceptions can

deceive reality, heuristics activate a bias on judgement of probability.

Representativeness heuristic

For example, the representativeness heuristic leads a person to rely on the
degree to which A resembles B, or how much A is a representative of B. So if you are
given the following characteristics about a man: ‘talkative, sociable, good with
numbers and always on the run’, how would you try to figure out the probability that
this man is an accountant?; a salesman?, a librarian?, a researcher? The
representativeness heuristic would lead you to the stereotypical judgement that these
characteristics most likely represent a salesman. While this may be true, it is not

always the case because base rates (i.e. how many salesmen in proportion to
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accountants, etc) are not considered when the representativeness heuristic filters
judgement.

Another example of the representativeness heuristic is the misconception of
chance or what is called the ‘gambler’s fallacy’. Chance through this heuristic is
perceived to be a self-correcting mechanism where people expect that the appearance
of A is ‘due’ after many Bs have appeared. For example, if you roll two dices and
don’t get doubles after 10 consecutive draws, the gambler’s fallacy would have you
believe that rolling a double is ‘due’ where in actual fact, random chance could
dictate that more roll of the dices will appear before getting a double.

Tversky and Kahneman (reported in Manktelow & Over, 1990) devised a
simple problem to illustrate the representativeness heuristic bias which is known as
the ‘Linda problem’.

The problem is the following:

Linda is 31 year old, single, outspoken, and very bright. She majored in philosophy.
As a student, she was deeply concerned with issues of discrimination and social

Justice, and also participated in anti-nuclear demonstrations.

Which is more likely?
Linda is a bank clerk.

Linda is a bank clerk who is active in the feminist movement.

The correct answer 1is the first case: Linda is a bank clerk. The reason is there
is only a small amount of bank clerks who are feminists (normative sample data) so it

would be less probable, that Linda would be both. According to Tversky and
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Kahneman, the normative rule behind this assumption is not necessarily apparent for
people in general, hence, people tend to rely much more on an intuitive heuristic, here

the heuristic of representativeness of the aforementioned characteristics of Linda.

Availability heuristic

The availability heuristic explains how people estimate the frequency or
probability of the occurrence of an event by bringing to mind the easiest example of a
class of event, that is, instances of large classes of events are recalled quicker than
infrequent ones. For example, Tversky and Kahneman (1973; cited in Tversky &
Kahneman, 1982) presented a list of famous men and women to participants,
instructing them to read it once and then judge whether the list contained more men
then women. The lists were manipulated where in some of them, the men were
relatively more famous than the women, and vice-versa on some of the other lists.
Results demonstrated that the lists containing the class (gender) that had the more
famous people was judged to include more of that particular gender. The authors
conclude that familiarity yields to erroneous decisions, according to the availability
heuristic. Other biases created by the availability heuristic include bias due to the
effectiveness of a search set, that is, the ease with which certain sets of words come to
mind will affect a probability estimate; bias of imaginability occurs when one
imagines a set of probabilities so vividly that it actually incorrectly qualifies the

actual likelihood estimate of the occurrence of such a probability; bias of illusory
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correlation (Chapman & Chapman, 1969; cited in Tversky & Kahneman, 1982)
describes the tendency to judge the occurrence of two events based on the strength of
their association, that is, because of their strong bond, these events will be judged to

have occurred together more frequently then they actually have.

Anchoring (or adjustment) heuristic

The anchoring heuristic describes the fallacy of starting with an initial value
biased to fit the final answer. In other words, the starting point seems to be suggested
either by the formulation of the problem or by the result of a partial computation. An
illustration of such a bias can be demonstrated by spinning a wheel in front of
participants and asking them to estimate if various quantities, stated in percentage
(i.e. ‘What is the proportion of African countries participating in the United
Nations?’) were higher or lower than the arbitrary spin number. The assessments of
participants were significantly derived from the arbitrary starting point which clearly
shows that accuracy is influenced by anchoring, that is, the point of anchor on which
judgment is derived. Tversky and Kahneman (1982) report that several of the main
heuristics described here are apparent even if participants are rewarded for correct

answers and encouraged to be more accurate by the use of prompts.
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Inductive reasoning

In inductive reasoning, a conclusion is drawn on the basis of some evidence.
An inductive conclusion increases information but is not necessarily true, since it is
drawn from one’s own experiences, hypotheses, opinions and knowledge. For
example:

This is a Persian cat.
This cat belongs to my sister.

All of my sister’s cats are Persian.

The conclusion here is a valid inductive conclusion because it is drawn
perhaps on the knowledge that my sister only buys Persian cats. This knowledge
mediates the conclusion ‘all of my sister’s cats are Persian’ which increases the
information we had (This is a Persian cat and it belongs to my sister’) but at the same
time, reduces the possibility of coming to other conclusions, that is, the inductive
conclusion here rules out that my sister may have other types of cats. This is precisely
what differentiates inductive logic from deductive logic. In other words, conclusions
in inductive reasoning add information that is not necessarily in the premises which
means that contrary to deductive reasoning, here, the content of the argument cannot
be separated from the form. The meaning of the premises and what they imply are at
the heart of induction (Myers, Brown, & McGonigle (1986). The point is well
explained and a comprehensive definition of inductive reasoning is proposed by

Johnson-Laird (1993). It states that induction is ‘any process of thought yielding a
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conclusion that increases the semantic information in its initial observations or
premises’. Again, what the definition implies is that the content of the proposition has
the implication of ruling out certain states of affairs. Manktelow (1999) underlines the
distinction between general and specific induction. General inductive reasoning stems
from combining several states of affair to draw a general conclusion (reasoning from
the particular to the general). Specific inductive reasoning is going from a particular
case to a particular conclusion.

In his theoretical article on induction, Johnson-Laird (1994a) reports on two
main lines of ideas about induction which have been of historical importance. The
first idea is that induction is looking for the common characteristics of a set of
observations. These common elements are necessary but sufficient to classify
instances. For example, only ducks quack so if you quack, you are a duck and if you
don’t, you are not a duck. The second idea contradicts the ‘common elements’ theory
by proposing a ‘prototype’ theory which states that understanding stems from having
typical images mentally represented and in store in order to classify instances. For
example, having an image of a typical duck in mind as an animal that quacks, paddles
with its’ palms in the water and can fly long distances permits the classification of an
instance by how representative it is to the prototype. In summary, inductive reasoning
seems much closer to everyday reasoning than deductive reasoning, by the fact that
the validity of a conclusion depends on what the reasoner has come to know before

concluding.
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An important question that has preoccupied researchers is one concerning the
‘correctness’ of an inference, that is, how is induction justified? For Johnson-Laird
(1994a), current research on induction is in a state of uncertainty and ‘no adequate
theory of the human inductive process exists’ (p. 14). He argues that the mechanism
of induction is almost inseparable from normal mental activity since it is part of how
we make sense of the world and the way we do that is by having models based on the
availability of pertinent knowledge to what we are reasoning about (see the
‘availability heuristic’ in Tversky & Kanheman, 1982). This leads us most of the time
to use inductive reasoning in everyday life, which as we have seen, does not always
lead to true conclusions. But it is the form that we use in everyday reasoning because
valid deductions are not possible in the absence of all true or necessary information.

Manktelow (1999) also reports on the dilemma that has prevailed for years on
how one instance can yield a generalisation while at other times, many instances
which should lead to a particular inference and yet, people do not generalise from
them. A proposal from Johnson-Laird (1994a) concerns the strength of an argument
and it suggests that such strength depends on the relation between the premises and
the conclusion. That is, the strength of an inference will increase if the premises are
considered consistent with the conclusion in at least one possible state of affairs. If
there seems to be no counterexamples, the argument will stay strong, that is, the
conclusion will be considered to follow reliably from the premises. To summarise,

the strength of an inference is equivalent to the probability of the conclusion given
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the premises are true. This account is in relation to Johnson-Laird’s theory of mental

models, which will be exposed in the following section.

Mental models

Inspired by the work of Kenneth Craik (1943; cited in Johnson-Laird, 1994b)
on how the mind created ‘small scale models’ of reality, Johnson-Laird (1983)
initially developed his theory of mental models (MM) to explain verbal
comprehension. When people try to make sense of a narrative, it is hypothesised that
they create a model in their mind of the situation that is discussed. The model itself
can be a visual image or a series of connected words but most importantly, its
structure corresponds with the way humans consider the configuration of the world
(Johnson-Laird, 1994a).

The theory was extended by Johnson-Laird and Byrne (1991) in order to
explain deductive reasoning based on sentential connectives. The MM theory
suggests that there are three levels of thinking that people go through before drawing
a conclusion: First, they first try to understand the premises by using what they know
in general and according to their level of language as well. Second, they will
construct models about what has been understood from these premises. The models
can be images, words or instances of each premise. Third, people will combine the
models in order to draw a description of the state of affairs they are trying to

compose. This description must yield to a conclusion which includes new
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information, outside of the given premises. If the person doing the reasoning does not
find such a conclusion, he will reason that anything follows from the premises.
However, if he does find a conclusion, the last stage will have the reasoner searching
for alternative models which would be coherent with the premises but where the
supposed conclusion would be false. This last level then involves validating that no
falsifying model compromises the conclusion, that is, that the conclusion is valid. If
alternative models do falsify the conclusion then it is false and the reasoner must
search for a new conclusion which no alternative model can falsify.

The MM theory makes three predictions about reasoning processes. First, the
more models which need to be invoked for a given inference, the more difficult the
task will be to solve. Johnson-Laird and Bymne (1991) effectively introduced the
psychological element of a cost-benefit ratio where one will naturally try and
construct as small models as possible in order to avoid cognitive overloading, the
capacity of model representation being restricted by working memory constraints.
The second prediction of MM theory is that invalid conclusions will be drawn
because they are based on faulty models, that is, a model that is incomplete and
overlooks other possible models. This can be tested by noticing if erroneous
conclusions are consistent with erroneous premises. The third prediction is that
reasoners will search for alternative models much more when the conclusion is not
believable. Hence, knowledge influences the reasoning process. These three
predictions have been tested and yield empirical support (for a review, see Johnson-

Laird & Byrne, 1991).



46

Summary

This section has outlined the main differences between deductive and
inductive reasoning and described the main reasoning paradigms that have been used
to test these inference processes. The key finding from this extensive research is that
people in the general population have trouble resolving logical tasks. Effectively, they
are prone to different reasoning biases which lead them to false conclusions.
Moreover, certain forms of deduction are invalid and yet, people do not seem to be
able to differentiate between those which are valid (modus ponens and modus tollens)
and those which are not valid. Theories like Johnson-Laird’s mental models theory or
Tversky and Kanheman’s heuristics theory have helped to view reasoning as guided
by factors other than formal logic, as it stands. For example, the mental models
theory tells us that people have representations of ‘how the world is’ and they will
draw inferences based on these models. So if the model is incorrect, invalid
conclusions may be drawn from it. Tversky and Kanheman (1982) have provided
evidence that heuristics seem to guide reasoning so that it is understood that people
will look for the easiest way to judge a probability, not necessarily the most valid
judgement. Hence, it appears that context is important to inference as well as people’s
individual cognitive structure. It thus becomes clear from this review that certain
reasoning models can serve as theoretical paradigms to test pathological reasoning
since ‘thinking’ is how people behave, whether pathological or not. Moreover, studies

using reasoning paradigms explain thinking behaviour by observing thinking
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performance which offers a more parsimonious explanation than those of information
processing theory and studies, who tend to hypothesise about remote abilities like
‘selective attention’ or ‘memory’ to explain thinking behaviour. The next section will
elaborate on studies that have used reasoning paradigms to test pathological thinking
and the comprehension that these study results yielded in terms of diverse mental

disorders.

Reasoning paradigms with pathological thinking

In their numerous studies on reasoning, Wason and Johnson-Laird (1972)
came across instances where participants reacted in non habitual ways during
deductive and inductive tasks. In fact, pathological expressions like repetitiveness,
self contradiction and denial of facts were observed. The authors suggested that this
may be caused by the demands of the tasks and certain people’s reasoning processes,
together creating a stressful condition inhibiting the task’s resolution. The authors
hinted at a link between these observations and psychopathology.

For example, in a hypothetico-deductive task called the 2-4-6 Problem
(described earlier), Wason and Johnson-Laird (1972) observed that participants
reasoning processes became rigid where they had difficulty discarding their own
hypotheses once they had asserted and confirmed these. The authors go on to present
the case of a participant persisting in this manner which to them expressed ‘strong

obsessional features’, that is ‘his fertile imagination [the participant], and intense
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preoccupation with original hypotheses, has narrowed his field of appreciation to the
point where he has become blind to the obvious’ (p.233, Wason & Johnson-Laird,

1972).

Previous research into clinical populations

As Johnson-Laird (1999) pointed out, in deductive reasoning, theories are
derived from the use of two types of experimental paradigms. That is, measures of
performance: exploring mechanisms of thoughts and measures of competence:
exploring the content of reasoning.

Similarly, in regards to reasoning and pathologies, two major currents emerge:

1) Reasoning processes in pathology (how reasoning performance can inform us
about the mechanisms of pathology).
2) The effect of content on reasoning competence (how manipulating content with

characteristics of a pathology can influence reasoning competence).

The following section reviews current state of research into reasoning and

pathology looking at it from these two perspectives.

Mechanisms of pathology

In hopes of explaining how psychological disorders are developed and
maintained, researchers have used well established reasoning tasks. To use reasoning

paradigms as a means of understanding mechanisms of pathology is to consider that
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reasoning in itself, plays a determinant role in human behaviour. Therefore, observing
its variations can inform us about the processes that guide behaviour. The advantages
of working with such paradigms are that the tasks used are well documented and have
been tested in a variety of conditions in the general population. These findings serve
as an anchor for estimating differences. However, there are limits as to the
implications of such differences because a ‘deficit’ or ‘bias’ in one’s performance
may not necessarily explain the ‘mechanisms’ of this particular disorder but simply
reflect the impact of pathology on reasoning performance. We will discuss the point
further, however reasoning paradigms have been very useful in pointing out the
important aspects of pathology. Hence, the following section describes one of the
most utilised task in clinical population, that is, a Bayesian probabilistic task which
tells us about the ability of individuals to estimate the likelihood of an event and

about their decision making style.

A probabilistic reasoning paradigm

In 1966, Phillips and Edwards developed a probability inference task to
examine the effects of probability estimates on different variables such as: prior
probabilities, amount of data gathered before making a decision, diagnostic impact of
data, payoffs and response modes (Phillips & Edwards, 1966). The task involved
imagining 10 bags containing 100 poker chips each, while manipulating the ratio of

red versus blue chips in each condition. Participants estimated how likely it was that a
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bag containing predominantly red or blue chips was chosen, on the basis of the
experimenter’s draws of chips from a (presumably) randomly chosen bag.

Volans (1976), Huq, Garety and Hemsley (1988) and Garety, Hemsley and
Wessely (1991) used modified versions of this probabilistic task in a series of studies
with people suffering from diverse clinical disorders. The probability task described
here is that of Garety et al. (1991) and is administered as follows: Participants are
presented with two jars (A and B) and told that they each contain 100 coloured beads.
Jar A contains a greater proportion of coloured beads ‘A’ to coloured beads ‘B’
(85:15) and jar B contains the inverse ratio of colour B to colour A (85B:15A). Once
the jars are hidden from the participant, jar A is picked by E who begins to draw
beads out of this jar only. Participants are told that the jar is picked at random and
that draws are random as well. However, the order of appearance of the coloured
beads is predetermined.

Condition 1: Decision making: participants first estimate how likely it is that a

particular colour of bead will be chosen (i.e. ‘How likely is it that an A bead will be
picked first?’). Then, E starts drawing beads out of the (A) jar and participants use a
‘go’ or ‘stop’ card to indicate if they need more draws before making a decision about
which jar has been picked. Measures are : 1) initial certainty: the a priori probability
that coloured bead A would be drawn first; 2) draws to decision: the number of draws
made before making a decision on the chosen jar, and 3) error in decision making:
concluding about the wrong jar which has been chosen.

The following shows the predetermined sequence of beads for condition 1:



51

AAABAAAAABBAAAAAAAAB

Notice that A beads are the predominant ones to be drawn so the correct
choice is that jar ‘A’ has been chosen.

Condition 2: probability estimates: Here, the participants estimates how likely

it is that jar A has been chosen. The measures are: the initial posterior estimate (that
jar A has been chosen); draws to certainty (estimate of > 85%); effect of confirmatory
evidence on judgement; effect of disconfirmatory evidence on judgement; errors of
decision; draws to change; size of change. The effects of evidence and size of change
measures are calculated on the normative Bayesian estimate (see Hugq et al., 1988).

The following illustrates the predetermined sequence of beads of condition 2:

AAABAAAABABBBABBBBAB

Notice in this sequence, more A beads are drawn in the first set of ten which
should lead to ratings that A is more likely to have been chosen (confirmatory
evidence) and in the second set of ten beads, more B beads are drawn to measure the
effect of disconfirmatory evidence.

The task used by Phillips and Edwards (1966) showed that when confronted
with this task, people in the general population were conservative in comparison to a

more normative way of estimating likelihood ratios, calculated on the basis of what is
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called Baye’s theorem. This means people had a tendency to request more

information to come to a decision than logical probability calculus would predict.

Reasoning mechanisms in thought disorders: delusions and schizophrenia

Given the reasoning deviations found in the normal population and the
hypothesis that delusions follow a continuum from normal beliefs, Huq et al. (1988)
decided to test groups of deluded, psychiatric and normal controls on the Bayesian
probabilistic task just described. The authors’ clinical observations of delusional
patients led them to hypothesise that fixity of belief and intensity of conviction would
lead this group of participants to be less conservative than the other two groups that
is, require less information before making a decision and be overconfident about
these choices compared to normal controls or other psychiatric participants. Their
hypotheses were confirmed on both accounts: results suggested deluded participants
showed a significant higher level of conviction on their ‘initial certainty’ estimates,
which demonstrated they were overconfident compared to the two other groups. Also,
deluded participants requested less evidence before making a decision (requesting
1.22 draws) compared to normal controls (a request of 2.6 draws) and to the
psychiatric group (a request of 3.58 draws). The finding shows how, in a laboratory
task, people with delusions react to decision making. However, it remains to be
understood how this translates into everyday decision making and if this reasoning

‘bias’ means that people with delusions jump to conclusion about any information
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that is presented to them. The fact that the task is neutral would indicate that such is
the case but the study lacks ecological validity, that is, a more realistic context.
Nevertheless, the findings needed to be replicated since the previous study
had included a group of people diagnosed with schizophrenia without distinction of
deluded participants without hallucinations. Hence, Garety et al. (1991) extended
their work using the probabilistic reasoning task with better defined diagnostic
groups. Effectively, in addition to a group diagnosed with schizophrenia, a ‘pure
delusional’ group was included, that is, people diagnosed with DSM-III-R (American
Psychiatric Association) criteria for delusional disorder (paranoia type). An anxious
control group and a non-psychiatric control group served as comparisons. The
hypothesis was that delusional disordered patients would show a greater bias in
probabilistic reasoning than schizophrenic patients since their abnormal beliefs were
more subtle, and they suffered no hallucinations. All groups completed the Bayesian
probability task and measures of initial certainty as well as draws to decision were
collected. No significant differences were found between schizophrenic patients and
paranoid delusional patients on their responses of the probabilistic task. Effectively,
both these groups were overconfident and required less evidence before making a
decision than the anxious and normal control group, which replicated previous results
of Hugq et al. (1988). Again, we are faced with results which describe a particular way
of reacting from people with thought disorders but it is not clear whether this
reasoning bias is present in all facets of life and whether or not it preceded the onset

of psychopathology. Also, more was needed in order to differentiate between a
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possible task effect or a genuine different reasoning style. Effectively, research has
been conducted in order to test this idea, by using a different probabilistic task and
seeing if this would lead to variations in style of reasoning. For example, Dudley,
John, Young and Over (1997a) devised two separate experiments to examine whether
people with delusions exhibited a general deficit in reasoning, when using different
probabilistic material and by varying the ratio of beads from that of the standard
probabilistic task. The first experiment verified performance on a ‘biased coin task’.
People with delusions, depressed controls and non-psychiatric controls needed to
estimate the chance that a coin was biased to ‘heads’ when presented with a set of
results from throwing the coin. Bayes’ theorem is used to assess performance. The
results on this task showed there were no differences in probabilistic estimates
between the three groups. This finding is important because it indicates that people
with delusions don’t have any problems with estimating probabilities.

However, the second experiment tested decision making and even with
variations in the ratio of beads, replication of the ‘jumping to conclusion’ bias was
apparent. Here, two versions of the probabilistic task were used where ratios of beads
were manipulated: A proportion of 85:15 condition and a 60:40 condition. As
mentioned, the manipulation aimed to test whether a different base rate would yield a
more cautious strategy from the delusional participants. Results showed that indeed,
delusional patients took notice of the different base rate and were more cautious but
still required less evidence than the two control groups for the same condition. Thus,

it transpires that people with delusional disorder use the same reasoning process as
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normal controls but that they require less evidence to do so. It becomes clearer from
these experiments that people with delusions do appear to have a different reasoning
style. However, the question remains on how this translates into reality.

Dudley, Young, John and Over (1998) modified the Wason Selection Task by
manipulating the content going from neutral to being more realistic. In this study, the
population involved people with delusional disorder compared to people diagnosed
with depression (but no delusions) and a normal control group. Four versions of the
Wason Selection Task (WST) were devised to vary in content of realism. Results
showed that people with delusional disorder reasoned in similar ways to the two
control groups on all but one of the four versions. In fact, the difference in reasoning
was found in the most realistic version of the WST where people in the delusional
group solved the task less efficiently than the normal control group or the depressed
group. These results seem surprising since increased realism tends to give better
results so the authors proposed that people with delusions may have a working
memory deficit disallowing them to manipulate all the necessary elements. The
authors caution that future studies should pursue the issue further but it appears that a
more realistic context leads clinical groups to a stronger bias. The results underline
how tailoring reasoning tasks to particular psychopathologies may yield precise
information that corresponds to everyday reasoning or at least, much closer to clinical
reality.

In their critical review of cognitive approaches to delusions, Garety and

Freeman (1999) compare three main theories of development and maintenance of



56

delusional disorder. Their own theory is the only one where reasoning is considered
to play a part in delusions although they specify that this applies only to certain
delusional types. Effectively, Garety (1991) and Garety and Hemsley (1994) propose
a multifactorial model that includes past experience, affect, self-esteem and
motivation as having a role in some delusions while biases in perception and
judgement would be more crucial to other types. As described previously, the series
of experiments using the Bayesian probabilistic task have been quite consistent in
demonstrating a ‘data gathering deficit’ (gathering less evidence to form a
hypothesis) in people with delusions. The authors conclude that although erroneous
conclusions are not always the result of this ‘data-gathering deficit’, it does
predispose individuals to accept incorrect hypotheses. In a wider perspective, it also
implies that people who suffer from delusions show this style of reasoning when
faced with neutral material and that both diagnostic groups, delusional and
schizophrenic, are prone to reason in this manner. Further experiments using
emotionally salient content confirmed these findings (see Dudley et al. (1997a,

Dudley, John, Young, & Over, 1997b) and are described later.

Reasoning mechanisms and anxiety disorders

Reasoning mechanisms in anxiety disorders have been relatively less
investigated than in thought disorders. One of the reasons may be that thought

disorders are more readily associated with the hypothesis that ‘faulty reasoning’ plays
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a key role in bizarre idea formation. Nevertheless, in the cognitive era where terms
like ‘irrational thinking’, ‘cognitive errors’ and ‘irrational beliefs’, etc., are regularly
used, it is surprising how little information we have about the mechanisms in the
development of such pathological irrationality. The traditional classical conditioning
behavioral theory of the fear response coupled with a catastrophic thought seems to
be the best explanation yet, of the development of anxiety but what of the formation
of the ‘catastrophic’ thought in the first place? Reasoning performance on neutral
tasks can be informative if they yield to observations of diverse reasoning strategies
for pathological groups.

However, two questions are worth keeping in mind: First, the question of
causality: does pathology influence reasoning performance? or does reasoning
strategies cause pathology? Second, the question of the implications of results: how
does reasoning performance inform us of a particular pathology? As Garety and
Freeman (1999) have suggested, longitudinal studies are needed to answer the first
question and it’s up to researchers to translate reasoning findings into clinical
applications which can sometimes be quite a challenge! For example, among the first
attempts in testing reasoning processes in a clinically anxious population is a study by
Milner, Beech and Walker (1971) examining decision-making in obsessive-
compulsive disorder (OCD). They compared performance of a group of people with
OCD and a control group on an auditory signal detection task. A faint tone embedded
in white noise was presented and participants had to decide whether they needed

additional trials before stating if the tone was present. The results suggested that
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before making a decision, OCD participants requested a higher number of trials than
people in the control group. It was hypothesized that ‘in obsessionnal disorder
decisions may be deferred (in favour of gathering further relevant information) to an
abnormal extent’ (Milner et al., 1971, p. 88). This finding marked the beginning of a
series of experiments yielding consistent results about people with OCD needing
more information before being certain of their decision. Unfortunately, none of the
research proposed explanations on how this contributed to the development or
maintenance of OCD.

For example, Volans (1976) investigated reasoning in OCD using the standard
Bayesian probabilistic task (described earlier). The participants were tested over four
different conditions: the first required a YES-NO response as to which jar (A or B),
was chosen. In the second condition, the same YES-NO response was required with
the addition of probability estimates of the next colour of bead to be drawn. The other
two conditions measured predicted probability estimates based on the evidence of a
previous draw without a YES-NO response mode. Three groups participated in the
experiment: patients with OCD, patients with phobias, and a non-psychiatric control
group. The probability estimates of the obsessional group deviated significantly more
from the Bayesian norm than did the phobic and non-psychiatric group. In effect,
draws to decision for the normal control group was a mean of 4.8 draws, while the
OCD group requested 8.86 draws and the phobic group 5.28 draws. These significant
results were replicated by Fear and Healy (1997) who tested probabilistic reasoning

in both OCD and DD groups as well as a ‘mixed’ group (people with both delusional
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and obsessional beliefs) in comparison to a normal control group. Results echoed
those of Volans (1976), where the OCD group differed in their reasoning style from
the DD and the mixed group by requesting more evidence before making a decision.
So where people with DD seem to exhibit a ‘data-gathering deficit’ by requiring less
evidence than normal control, they are still much closer to the Bayesian norm than
people with OCD. It would appear then, that people with OCD exhibit a ‘data-
gathering excess’, because of their extreme deviation from the norm. Again, a clear
explanation is lacking in terms of how this contributes to the conceptualization of
OCD. What kind of decisions in everyday life would be affected by this bias?

One study actually seemed to contradict the ‘data gathering excess’ style of
reasoning found in OCD. In effect, Rhéaume, Freeston, Ladouceur, Bouchard,
Gallant, Talbot et al., (2000) used a modified version of the probabilistic task with
people who showed pathological perfectionism. Here, the ratio of beads that was used
was a proportion of 60:40, which raises the ambiguity or difficulty of the task
because of almost equal proportions of each colour of beads. Rhéaume and colleagues
measured functional and dysfunctional perfectionism to form two separate groups.
People with dysfunctional perfectionism (which is hypothesised to be linked to OCD)
required less draws before making a decision when compared to people with
functional perfectionism. Although the authors found a relationship between
dysfunctional perfectionism and an obsessive-compulsive behaviour scale, at the
moment, the concept of perfectionism is not considered a predictor of OCD (Frost,

Novara & Rhéaume, 2002) so it may be premature to draw any further conclusions.
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It seems that results obtained from sub-clinical populations lead to
contradicting conclusions. For example, the probabilistic reasoning paradigm was
used in a non clinical sample of people scoring high on the Intolerance of Uncertainty
Questionnaire (IUQ) which distinguishes worriers meeting GAD criteria from those
who do not. Ladouceur, Talbot and Dugas (1997) used a modified version of the
Bayesian probabilistic task. However, in order to operationalise the concept of
‘intolerance to uncertainty’(IU), two levels of ambiguity, moderate and high, were
created by varying the ratio of the colored beads (moderate ambiguity = 85:15 and
high ambiguity = 60:40), and then having people decide from which bag the
individual beads had been picked. Their results suggested that under the moderate
level of ambiguity condition, more people characterized with IU required a greater
number of draws before making a decision. However, the effect disappeared in the
high ambiguity condition and the authors explain the finding by postulating a lower
threshold of perception of ambiguity by people with IU, which creates a need to
precipitate a decision. The modification by the authors of the original probabilistic
task meant that the order of appearance of the color of the beads was undetermined.
Therefore, the number of draws requested by the participants was confounded with
the order of appearance of the color of the beads (determined by chance).
Consequently, it is difficult to compare these results with previous probabilistic
reasoning studies.

Probabilistic reasoning informs us of people’s abilities to estimate the

occurrence of an event drawn from base rate information which constitutes only one
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aspect of reasoning. Other types of reasoning have been investigated in
psychopathology like deductive and inductive reasoning processes. Effectively, Reed
(1977; 1991) initiated such formal investigation with participants who were
diagnosed with what was formerly called ‘anankastic’ personality disorder, the
equivalent of obsessive-compulsive personality disorder (OCPD). In his study, he
compared an OCPD group to psychiatric controls on a deductive reasoning arithmetic
task and an inductive task requiring participant to infer a rule about a series of
numbers. Results showed that the OCPD group performed better on the deductive
task but that their results on the inductive task was inferior to that of the psychiatric
control group. The extent to which the results are representative is unclear in the
absence of a non-psychiatric control group and a better diagnostic definition.
However, Reed’s research pinpointed the relevance of examining inductive and
deductive reasoning in the obsessional population and prompted further investigation
of such processes.

Effectively, Pélissier and O’Connor (2002) examined formal deductive and
inductive reasoning in OCD and to our knowledge, the study constitutes the only
research to have extensively examined such processes in OCD. A group of twelve
people with OCD was compared to ten people with GAD and a normal control group
of ten other participants, on a series of six inductive and deductive tasks. The
deductive tasks involved were: the Wason Selection Task, the 2-4-6 problem and a
deductive exercise designed by the authors. Essentially, no significant differences

were found between groups on either of these measures. The inductive tasks were
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three exercises designed by the authors based on reasoning literature: estimating
plausibility of 40 different given inferences (‘Finding the evidence’), linking two
separate, unrelated premises (‘Bridging’) and estimating the validity of an arbitrary
statement before and after supplying arguments to support it (‘Supporting an arbitrary
statement’). The results in the inductive tasks suggest group differences in two of the
three exercises. Effectively, the OCD group take longer to initiate their inference
process than the two control groups. Also, they seem to doubt an arbitrary statement
in a higher proportion than the two other groups, even after generating supporting
evidence for this particular statement. Drawing from Johnson-Laird’s mental model
theory, we hypothesised that these findings were due to an excessive production of
alternative mental models on the part of people with OCD which may have both
slowed down the process of generating inferences as well as created excessive

doubting by multiplying cognitive loading on the inductive reasoning process.
Pathology in reasoning: effect of content on reasoning competence

The following section deals with studies that have modified diverse reasoning
paradigms by including themes that were relevant to the pathology they were testing.
This line of research is intended to find out whether reasoning patterns persist or
diverge when pathological relevant content are introduced in the reasoning paradigm.
If the patterns of reasoning are morc; ‘pronounced to those observed in the neutral

condition, it is possible to hypothesise that this particular reasoning style plays a role
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in the maintenance of the pathological symptoms while not being a causal factor.
However, if the reasoning style is different in the pathological relevant content
condition then it would be hypothesised that a special case of reasoning is employed
in that particular condition. More still, the studies that have used these modified
paradigms also manipulate variables other than reasoning. For example, a conceptual
variable like perfectionism may be tested using a reasoning paradigm, thus serving

merely as a template to test whether a pathological construct is relevant or not.

Effects of content in affective and thought disorder

One of the first experiments introducing content in a reasoning paradigm was
that of Young and Bentall (1997) who modified the Bayesian probabilistic task and
replaced beads by descriptions of people ( a person that was liked and a person that
was disliked) to create a ‘personality’ condition. So for example, participants would
hear the description of ‘what has been said about a person’ from a pool of 100 people
and they needed to assess whether this was the description of a person that was liked
or not liked. The condition was designed to test whether the meaning of the material
would influence the groups’ probabilistic estimates and decision making style. Three
groups were tested: deluded patients, depressed patients and normal controls. A
standard version (85:15 ratio condition) was also administered, serving as an anchor.
Results showed that overall, the three groups reached an initial level of certainty and

revised these certainty levels more rapidly in the personality condition than in the
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neutral condition. However, this effect was more pronounced in the clinical groups
compared to the normal control group. Young and Bentall concluded that emotionally
salient themes may produce ‘abnormalities’ of probabilistic reasoning which would
be expected if such a factor played a role in the development and maintenance of
delusions. So here, we are presented with the case of an increased reasoning bias.
However, these results tell us that the normal control group also showed a quicker
decision making strategy. So the reasoning style seems to be the same for everyone
but people with psychopathology exhibit a stronger bias. These results were
replicated by subsequent research. For example, Dudley et al. (1997b) tested whether
a ‘jumping to conclusions’ bias (strategy of systematically coming to a conclusion on
the basis of less information) was observed when using realistic material versus
abstract material and also, whether reasoning with emotionally relevant material
would increase the rapidity with which delusional patients seemed to make a
decision. Three groups were tested: people with delusions, people who were
depressed and normal controls. The participants were presented with two versions of
the Bayesian probabilistic task where both versions used realistic material but one of
them had emotionally neutral content and the other used emotionally salient themes.
Results of these two experiments show that people with delusions request less
evidence before coming to a conclusion when presented with realistic content, so the
‘jumping to conclusions’ bias is generalised to realistic content. The second finding
was that all groups request less evidence when the material was more salient.

Therefore, emotionally relevant material increases the ‘jumping to conclusions’
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reasoning style for everyone, although the authors underline the tendency for people
with delusions to require even less evidence than the two other groups but this was
not statistically significant.

Drawing on the previous results, it seemed important to find out if the
‘jumping to conclusions’ bias using salient material was present in other forms of
reasoning in order to rule out a task effect. To do that, Dudley et al. (1998) modified
the Wason Selection Task by manipulating the content going from neutral to being
more realistic. Hence, conditional reasoning performance of people with delusional
disorder was compared to an non-deluded and normal control group. Four versions of
the Wason Selection Task (WST) were devised to vary in content of realism. Results
showed that people with delusional disorder reasoned in the same manner as the two
control groups on all but one of the four versions. In fact, the difference in reasoning
was found in the most realistic version of the WST where people in the delusional
group solved the task in a less efficient manner than the normal control and depressed
group. The results were perplexing since increased realism usually increases the WST
performance so the authors proposed that people with delusions may have a working
memory deficit disallowing them to manipulate all the necessary elements. The
authors caution that this remains to be determined in future studies but it appears that
a more realistic context leads clinical groups to a stronger bias. The results underline
the importance of tailoring reasoning tasks to particular psychopathologies since it

may be much closer to everyday reasoning and thus, much closer to clinical reality.
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Effects of content in anxiety disorders

Studies examining reasoning in anxious clinical populations seem to
incorporate clinical content much more than studies exploring reasoning in thought
disorders. Essentially, this line of research has mainly involved the modification of
the Wason’s Selection Tasks by replacing the symbols with anxious content or simply
using anxiety tailored scripts as the basis for requesting inferential performance. For
example, Arntz, Rauner and van den Hout (1995) investigated inductive reasoning
processes biased toward danger and subjective anxiety in a population of anxious
participants compared to non anxious controls. Their study involved four groups of
anxious patients (52 spider phobics, 41 panic patients, 38 social phobics, and 31 other
anxiety patients) compared to 24 normal control participants. All participants had to
rate the perceived danger in anxiety-tailored scripts, where objective danger vs.
objective safety as well as objective anxiety vs. objective non-anxiety information
were varied. It was hypothesised that anxious patients would not only infer danger on
the basis of objective danger cues but also infer danger on the basis of subjective
anxiety information where normal controls would not. The hypothesis was confirmed
and the authors concluded that a process termed ‘ex-consequentia reasoning’ was
responsible, where participants conclude that feeling anxious implies danger. One
possible limit to the implications of these results is the fact that the task requires all
participants to infer either ‘danger’ or ‘not-danger’. This dichotomous choice may

lead anxious participants to consistently infer danger, not necessarily because they
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have faulty reasoning strategies but precisely because they have no experiences that
yield conclusions of safety. The results then seem to underline the difference between
being anxious and not being anxious. In other words, it is unclear if the inability to
conclude ‘if I feel anxious, then I am not in danger’ (presumably the reasoning of
normal controls), is based on faulty reasoning on the part of anxious participants. So
although this would also need to be tested, it should not be ruled out that the
inference of danger may simply be the absence of sufficient premises to permit a
safety conclusion.

The previous results prompted De Jong, Mayer, and van den Hout (1997) to
devise two separate experiments: the first one tested phobic participants on a
conditional reasoning task where they had to assess the validity of conditional
statements in the context of general threats or phobic specific threats. Modified
versions of the Wason Selection Task (WST) were used where danger rules (if p than
danger) and safety rules (if p than safety) were proposed. The two groups tested were
high and low spider fearful students. In the second experiment, the same material was
used but was administered to three groups: treated and untreated spider phobic
women, and a group of non fearful control participants. The results of these two
experiments showed that in the general threat condition, reasoning strategies were
guided by utility judgement, that is, all participants in all groups relied on confirming
evidence when faced with a danger rule (selecting the q card) and relied on
disconfirming information when given a safety rule (selecting the not-q card). In the

phobic threat condition, this pattern was even more pronounced especially in the non-
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treated spider phobic group. What these results seem to show is that the more salient
the content for phobic participants, the more they use a reasoning strategy that the
authors call ‘fear-confirming reasoning’ and which seems to be the natural flow on a
continuum of this reasoning strategy. However, presumably the normal control
participants did not respond to the anxiety-salient condition because the content was
irrelevant to them. This makes sense since they do not suffer from the specific
phobia. This ‘fear-confirming pattern’ needed to be replicated and a good way of
finding out about it’s consistency was to test it in other anxiety disorders, which is
precisely what these authors did in a subsequent study.

Effectively, De Jong, Haenen, Schmidt and Mayer (1998) examined
performance of hypochondriacal patients on a series of modified versions of the
Wason Selection Task (WST) to verify if these participants used ‘fear-confirming
reasoning’ (strategy of trying to confirm danger rules and disconfirm safety rules in
the context of objective as well as phobic threats). As in previous results with spider
phobics, hypochondriacal patients did use fear confirming strategies but this was not
significantly different from the control group. The authors conclude that the threat of
health problems would be more prone to make even non-hypochondriacal people
search for disconfirmation where as spider information would be neutral to non-
spider phobics. However, a later study by Smeets, De Jong, and Mayer (2000) found
a significant difference between a group of hypochondriacal patients and controls
using the same modified WST but this time, they deleted a worry statement that may

have influenced normal controls in the previous study. The results of this later study
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confirmed a fear-confirming reasoning style that is more pronounced in the health
threat condition for hypochondriacal patients. So although it is not a specific trait of
hypochondriasis to reason in a ‘better safe than sorry’ manner, this fear confirming
reasoning pattern may serve to maintain the health fears in place.

In an attempt to expand on the concept of ‘ex-consequentia-reasoning’ (Arntz
et al., 1995), a recent study by Engelhard, Macklin, McNally, van den Hout and Arntz
(2001) examined ‘emotion-based reasoning’ (ER) and compared it to what is called
‘intrusion-based reasoning’ (IR), a process where danger is inferred on the basis of
the occurrence of an intrusion (an upsetting thought about an anxiety-related
stimulus). The study verified whether a population of Vietnam combat veterans
suffering from posttraumatic stress disorder (PTSD) compared to a group not
diagnosed with PTSD, inferred danger on the basis of anxiety responses (emotion
based reasoning) and on the basis of intrusions (intrusions based reasoning) when
presented with objective danger information and objective safety information. All
participants were presented with scenarios that varied in content with objective
danger/safety information and anxiety/no anxiety response for the ER condition and
with objective danger/safety information and intrusions/ no intrusions for the IR
condition. The inference of danger was measured by asking people to estimate how
dangerous each scenario was, by écoring a visual analogue scale for each of them.
Results showed that all participants inferred more danger on the basis of objective
danger information compared to objective safety information. However, combat

veterans with PTSD rated the scenarios as being significantly more dangerous on the
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basis of both anxiety responses and intrusions where non-PTSD veterans did not
show such a significant difference.

Engelhard and colleagues conclude that ER and IR are linked to PTSD and
may serve to maintain PTSD symptoms. As previously mentioned in reference the
Amtz et al. (1995) study, the maintenance of pathological symptoms may be
characterised by the tendency for anxious people to infer danger on the basis of
anxious symptoms and here, on the basis of anxious thoughts, not so much because
they use a faulty reasoning strategy (‘if I feel anxious and think about scary events,
then there must be danger’) but more because the induction process itself involves
providing additional information to the premises, from which one infers conclusions.
So the additional information may be different for PTSD sufferers than for non-PTSD
sufferers because they had a richer experience of anxiety and of intrusions at the time
of the experiment. Further attempt was made to establish a causal link between ER/IR
and the development of PTSD in a subsequent study.

Essentially, Engelhard, van den Hout, Arntz and McNally (2002) tested the IR
condition (dropping the ER condition) to establish whether IR predicted PTSD
symptoms, following a train disaster. Participants were 29 directly exposed witnesses
of a train crash compared to 14 non-witness villagers from the small Belgium town
where this disaster occurred. The task used to assess the inference of danger was
similar to Engelhard et al.’s (2001) previous study, where scenarios were devised to
manipulate objective danger/safety information with intrusions/ no intrusions

segments. Participants needed to rate how dangerous each scenario was, using the
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visual analogue scale. Results showed that the group of direct witnesses rated the
scenarios with intrusion segments as more dangerous than the scenarios without such
intrusions and this was significantly different than the control group (non witnesses).
Also, participants within the directly exposed group who showed higher ratings in IR
reported higher levels of chronic PTSD symptoms at 3.5 months. This study raises an
important point about how intrusions can predict PTSD symptoms. However, the
authors mention that one of the limits to this conclusion is that completing a task
involving intrusions may have prompted the witnesses to experience similar
intrusions. Also, the non-witnesses may have found the intrusion segments irrelevant,

not having been exposed to the trauma.

Discussion

The first section of this review article delineated the key differences between
deductive and inductive reasoning and described the chief reasoning paradigms that
have been used to test these reasoning processes. The main finding from this research
is that people in the general population do not easily solve logical tasks. That is,
people are prone to diverse reasoning biases which lead them to false conclusions.
Thus theories like Johnson-Laird’s mental models or Tversky and Kanheman’s
heuristics theory have helped to view reasoning as depending more on a person’s own
strategies than formal logical strategies. Hence, it seems context is important to
inference as well as people’s own cognitive structure. Studies using reasoning

paradigms may explain thinking behaviour, be it normal or pathological, by
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observing thinking performance. The line of research going into reasoning seems to
offer a simple, more direct way of studying cognitive aspects of psychopathology.

The second part of this article has outlined a novel line of research in clinical
psychopathology. Effectively, research into reasoning and pathology is twofold:
studies that manipulate content in order to understand reasoning processes in
particular psychological disorders; and studies that inform us about psychopathology
by using reasoning paradigms to show how reasoning performance can inform us
about the mechanisms of pathology.

So to answer the question how does reasoning performance inform us of a
particular pathology, one example can be drawn from the extensive work of Garety
and collaborators (1991, 1994, 1999) and Dudley and colleagues (1997a, 1997b,
1998; Dudley & Over, 2003) where consistent results have been found about
delusional disorder and other thought disorders. As Garety and Freeman (1999) point
out in their review of research in delusional disorders, most of the studies are not
longitudinal and do not lead to any causal explanation of the disorders. However, the
implication of their findings can be translated into clinical applications. For example,
the ‘data-gathering deficit’ seen in thought disorder patients could be addressed by
developing an intervention that would teach patients to amass greater evidence before
concluding or hypothesising about events surrounding their delusional themes.

In anxiety disorders, the consistent results about people with OCD exhibiting
a ‘data-gathering excess’, would seem to logically involve the clinical application of

having people diminish the amount of information they require before making a
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decision. However, this is basically what exposure and response prevention asks of a
patient (i.e. inhibiting repetitive checking before leaving the house). So, in terms of
the impact of these results, it seems that the mechanisms of pathology are not
necessarily explained but more or less described by the reasoning paradigm. The
clinical and theoretical implications of the results remain unclear.

Concerning effect of content on reasoning, that is, how manipulating content
with characteristics of a pathology can influence reasoning competence, the results of
most probabilistic studies show that emotionally salient themes increase the reasoning
patterns already observed when using neutral content. What this tells us is that when
it comes to salient themes people increase the bias in their reasoning pattern but it is
not clear how this applies to everyday life. Reasoning research in anxiety has focused
largely on the idea that anxious people infer danger on the basis of feeling anxious.
We have underlined how the implication of these results presents its difficulties:
inferring danger may not necessarily be because anxious people have faulty reasoning
strategies but precisely because they have no experiences that would help them to
infer ‘no danger’. So the inability to conclude ‘if I feel anxious, then I am not in
danger’ (presumably the reasoning of normal controls) may be that the inference of
danger may simply be the absence of adequate experience which would permit a
safety conclusion. The induction process itself involves providing additional
qualifiers to the premises, from which one infers conclusions. So the additional
qualifiers (rules) may be different for anxiety sufferers than from non anxious

sufferers.
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Future directions

Studies using pathological content seem a promising avenue to understand
specific aspects of pathologies. How people reason within the pathology should be
observed but we are lacking in reliable empirical measures. Essentially, reasoning
may not be simply about fragmented premises and the combination of such cases but
a complex script which is hardly accessible through the actual standard reasoning
paradigms. Hence, future studies should try to observe reasoning strategies using
more clinical context, so for example using tailored scripts or narratives taken from
people suffering from psychological disorders and drawing conclusions from the
reasoning processes involved in these narratives. This would mean tailoring exercises
to reflect actual reasoning process, as close as possible to actual thinking behaviour as

it presents itself in everyday reasoning.
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