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ABSTRACT
This paper addresses the problem of resolving virtual method and interface calls in Java bytecode. The main focus is on a new practical technique that can be used to analyze large applications. Our fundamental design goal was to develop a technique that can be solved with only one iteration, and thus scales linearly with the size of the program, while at the same time providing more accurate results than two popular existing linear techniques, class hierarchy analysis and rapid type analysis.

We present two variations of our new technique, variable-type analysis and a coarser-grain version called declared-type analysis. Both of these analyses are inexpensive, easy to implement, and our experimental results show that they scale linearly in the size of the program.

We have implemented our new analyses using the Soot framework, and we report on empirical results for seven benchmarks. We have used our techniques to build accurate call graphs for complete applications (including libraries) and we show that compared to a conservative call graph built using class hierarchy analysis, our new variable-type analysis can remove a significant number of nodes (methods) and call edges. Further, our results show that we can improve upon the compression obtained using rapid type analysis.

We also provide dynamic measurements of monomorphic call sites, focusing on the benchmark code excluding libraries. We demonstrate that when considering only the benchmark code, both rapid type analysis and our new declared-type analysis do not add much precision over class hierarchy analysis. However, our finer-grained variable-type analysis does resolve significantly more call sites, particularly for programs with more complex uses of objects.

1. INTRODUCTION
As the Java(tm) programming language and Java bytecode becomes more popular, it is becoming important to provide optimizing compilers and more efficient runtime systems. One important optimization problem for Java, as for other object-oriented languages, is that of statically determining what methods can be invoked by virtual method calls. The results of such an analysis can be used to reduce the cost of virtual method calls, to detect potential sites for method inlining, and to provide an accurate call graph. A more accurate call graph can be used to: (1) compact applications by removing methods that are never called, and (2) improve the efficiency and accuracy of subsequent interprocedural analyses.

Of course, virtual method resolution is not a new problem. It has been widely studied for a variety of object-oriented languages[7, 8, 9, 10, 12, 14, 18, 16, 21, 24, 28, 29]. The focus of this paper is the development and evaluation of a new simple and inexpensive technique for resolving virtual method calls in Java. A main design objective was to develop a technique that would produce a solution in one iteration and thus scales linearly in the size of the program. Further, we wanted a technique which was simple, easy to implement, could be applied to large Java applications, but yet could also yield more precision than two efficient existing techniques. In particular, we wanted to measure static and dynamic improvements over class hierarchy analysis[8, 11, 21] and rapid type analysis[8].

Our technique is based on an analysis that builds a type propagation graph where nodes represent variables and edges represent flow of types due to assignments, including the implicit assignments due to method invocation and method returns. The first variation is called declared-type analysis, where the nodes represent the declared type of variables. For this analysis the type propagation graph contains at most one node for each class in the application. The second variation is called variable-type analysis and it is finer-grained and more accurate, although still efficient. In this variation the type propagation graph contains at most one node for each variable with an object (reference) type. Both of these analyses can be thought of as more refined versions of rapid
type analysis. Whereas rapid type analysis simply collects the types of all objects allocated, and uses this to prune the call graph, declared-type and variable-type analysis find which types of objects reach each variable (i.e. which allocated objects might be assigned to this variable).

In keeping with our desire for a simple and efficient analysis, the analyses were carefully designed so that one iteration over the type propagation graph results in a safe solution. Further, our algorithm is simple to implement and could easily be added to compilers that already have class hierarchy analysis and/or rapid type analysis.

All of the analyses were implemented using the Soot framework that provides Jimple, a typed three-address code representation of Java bytecode [1]. Since our framework operates on bytecode, our analysis is not restricted to Java, but can be used for bytecode produced from a wide variety of languages. The benchmarks used in our evaluation are meant to be representative of real applications and they include four SPECjvm benchmarks plus three other large, object-oriented benchmarks. We use these benchmarks to show both static and dynamic results that illustrate the accuracy of our analyses. When considering the whole applications, including library code, we found that the existing analyses did perform quite well, but our variable-type gave additional improvements. When considering only the benchmark code, factoring out the library code, we found that the existing analyses performed poorly, but our variable-type analysis performed significantly better.

The remainder of this paper is structured as follows. In Section 2 we give an overview of Soot and Jimple, and we give a very brief summary of class hierarchy analysis and rapid type analysis as implemented in our system. In Section 3 we outline variable-type analysis and the coarser-grain version, declared-type analysis. We present our experimental framework and empirical measurements in Section 4. Finally, in Section 5 we discuss related work, concentrating mostly on other efficient techniques, and in Section 6 we give our conclusions and future work.

2. FOUNDATIONS

2.1 The Soot Framework

Our analyses are built on top of the Jimple intermediate representation, which is part of the Soot framework. The Soot framework is a set of Java Application Programming Interfaces (APIs) for manipulating Java code in various forms [1]. We analyze complete applications, so our implementation works by first reading all class files that are required by an application, starting with the main root class and recursively loading all classes used in each newly loaded class. As each class is read, it is converted into the Jimple intermediate representation. After conversion, each class is stored in an instance of a SootClass, which in turn contains information such as its name, its superclass, a list of interfaces that it implements, and a collection of SootFields and SootMethods. Each SootMethod contains information including its name, modifier, parameters, locals, return type and a list of Jimple three-address code instructions. All parameters and locals have declared types [22]. Figure 1(a) shows a Java method, and Figure 1(b) shows a textual representation of the Jimple representation. It is important to note that we produce the Jimple intermediate representation directly from the Java bytecode in class files, and not from the high-level Java programs. This means that we can analyze Java bytecode that has been produced by any compiler, optimizer, or other tool.

After analysis and transformation we convert the Jimple representation back to Java bytecode, making our entire system a bytecode to bytecode optimizer[37].

In terms of our analysis, there are several important points to note. Firstly, there are relatively few kinds of Jimple statements, and each statement has a simple format. Thus, our analyses can be specified by giving the rules for each kind of Jimple statement. Further, all operands in Jimple are either variable references or constants. Since we have a declared type for each variable, and each constant has a type, our analyses can use this type information in a straightforward manner. Another important point is that Jimple splits variables according to D/U and U/I/D webs, so that two unrelated variables of the same name will not be confused in our analyses.

Figure 1(b) shows examples of assignment statements, conditional statements, method calls, and return statements. Also note that at the beginning of each method there are special identity statements that provide explicit assignments from parameters (including the implicit "this" parameter), and locals.

2.2 Class Hierarchy Analysis and the Conservative Call Graph

The objective of all of our analyses is to determine, at compile-time, a call graph with as few nodes and edges as possible. All of our analyses start with a conservative call graph that is built using class hierarchy analysis.

2.2.1 Class Hierarchy Analysis

Class hierarchy analysis is a standard method for conservatively estimating the run-time types of receivers [8, 14, 21]. Given a receiver o of with a declared type d, hierarchyTypes(d) for Java is defined as follows:

- If receiver o has a declared class type C, the possible run-time types of o, hierarchyTypes(C), includes C plus all subclasses of C.
- If receiver o has a declared interface type I, the possible run-time types of o, hierarchyTypes(I), includes: (1) the set of all classes that implement I or implement a subinterface of I which we call implements(I), plus (2) all subclasses of implements(I).

To implement this analysis, we simply build an internal representation of the inheritance hierarchy, and then we use this hierarchy to compute the appropriate hierarchyTypes sets.

2.2.2 Call Graphs

For our purposes a call graph consists of nodes and directed edges. For a single-threaded application, the call graph must include one node for each method that can be reached by a computation starting from the main method. If the program
is an applet or has threads, then the call graph must also include all methods that can be reached starting at any entry point. An example call graph is given in Figure 2(b).

Each node in the call graph contains a collection of call sites. Consider a method \textit{M} from class \textit{C} with \textit{n} method calls in its body. Method \textit{M} is represented in the call graph by a node labeled \textit{C,M}, and this node will contain entries for each call site, which we denote \textit{C,M}[i] to \textit{C,M}[n]. In our example, the call graph node for method \textit{C.main} contains two call sites, \textit{C.main}[i] which is \textit{a.m()}, and \textit{C.main}[2] which is \textit{b.m()}.

Edges in the call graph go from call sites within a call graph node, to call graph nodes. The call graph must contain an edge for each possible calling relationship between call sites and nodes. If it is possible that call site \textit{C.M[i]} calls method \textit{C'.M'}, then there must be an edge between \textit{C.M[i]} and \textit{C'.M'} in the call graph. In the example call graph there are three edges from the call site \textit{a.m()} corresponding to the fact that the virtual call \textit{a.m()} might resolve to calls to \textit{a.m}, \textit{b.m}, or \textit{c.m}.

Special attention is required when adding calling edges from a virtual method or interface call, and this is done using an approximation of the run-time types of the receiver. Given a virtual call site \textit{C.M[i] of the form a.m(a1, ..., an)}, and a set of possible runtime types for receiver \textit{a}, call this run-time types(\textit{a}), we find all possible targets of the call as follows. For each type \textit{C} in run-time types(\textit{a}), look up the class hierarchy starting at \textit{C}, until a class \textit{C.target} is found that includes a method \textit{C.target.m} that matches the signature of \textit{m}. The edge from \textit{C.M[i]} to \textit{C.target.m} is added to the call graph.

The analyses presented in this paper are designed to reduce the number of spurious edges and nodes by providing better approximations of the runtime types of receivers.

2.2.3 Building the Conservative Call Graph

In our implementation, call graphs are built iteratively using a walklist strategy. The walklist starts with nodes for all possible entry points (for example, \textit{main, start, run}). As each node (method) is added to the call graph, edges from
the call sites in the node are also added. If the target of an edge is not already in the call graph, then it is added to the call graph and to the worklist. Conservative call graphs are built using hierarchy_types as the estimate for runtime_types for determining the edges from virtual method call sites.

Consider the example in Figure 2. The conservative call graph starts with the entry method C.main which includes two call sites a.m() and b.m(). Next, edges are added from a.m(). The type of receiver a is estimated using hierarchy_analysis on the declared type of a, hierarchy_types(A) = {A, B, C}. For each element of this set, the appropriate method m is located, leading to three call edges to a.m(), b.m() and c.m. For the call site b.m(), the declared type of b is B, hierarchy_types(B) = {B}, and so there is only one edge to B.m. There is one remaining call site, this.toString() which is inside method A.m. The declared type of this is A, and hierarchy_types(A) = {A, B, C}. However, in this case all three types lead to the same call edge to the method Object.toString(). This illustrates the point that a tighter estimate of runtime types may not necessarily lead to fewer edges.

In our work we use the number of call edges from a call site (and not the number of runtime types of the receiver) to determine if the call site is monomorphic or polymorphic. If there is only one edge from a call site, we categorize the call site as monomorphic, whereas if there are two or more edges we categorize the call site as polymorphic. In the call graph in Figure 2, the call a.m() is polymorphic, whereas the calls b.m() and this.toString() are monomorphic.

2.3 Rapid Type Analysis

Rapid type analysis [8] is a very simple way of improving the estimate of the types of receivers. The observation is that a receiver can only have a type of an object that has been instantiated via a new. Thus, one can collect the set of object types instantiated in the program P, call this instantiated_types(P). Given a receiver o with declared type C with respect to program P, we can use rapid_types(C, P) = hierarchy_types(C) ∩ instantiated_types(P) as a better estimate of the runtime types for o.

As an example, consider the program P given in Figure 2(a), and assume that the program contains instantiations of objects of type A and B. Now consider the call site a.m(), where a has declared type A. In this case we would use rapid_types(P, A) = {A, B} to find the runtime types for receiver a. This leads to only two call edges, to a.m() and to b.m(). So, using rapid type analysis the call graph would not include the call edge to c.m., nor would it include the node for c.m.

This particular version of rapid type analysis should be called pessimistic rapid type analysis since it starts with the complete conservative call graph built by CHA and looks for all instantiations in method in that call graph. This may, therefore, find an instantiation which is in a method that should really be removed from the call graph. The original approach suggested by Bacon and Sweeney [8] is optimistic rapid type analysis. In the optimistic approach the call graph is iteratively created, and only instantiations in methods already in the call graph are considered as possible set for computing instantiated_types(P). We have implemented both variations and give experimental results comparing them in Section 4.

3. VARIABLE-TYPE AND DECLARED-TYPE ANALYSES

Rapid type analysis can be considered to be a very coarse-grain mechanism for approximating which types reach a receiver of a method invocation. In effect, rapid type analysis says that a type A reaches a receiver o if there is an instantiation of an object of type A (i.e., an expression new A()) anywhere in the program, and A is a plausible type for o using class hierarchy analysis. In this section we propose two analyses that result in finer-grain approximations by taking into consideration chains of assignments between instantiations of A and the receiver o.
Assuming an intermediate form like Jimple, where all computations are broken down into simple assignments, and assuming no aliasing among variables, we can state the following property.\footnote{We discuss why we do not have to consider aliasing in Section 3.1.2.} For a type \( A \) to reach a receiver \( o \) there must be some execution path through the program which starts with a call of a constructor of the form \( v = \text{new} \ A() \) followed by some chain of assignments of the form \( x_1 = v, x_2 = x_1, \ldots, x_n = x_{n-1}, o = x_n \). The individual assignments may be regular assignment statements, or the implicit assignments performed at method invocations and method returns.

We propose two flaw-insensitive approximations of this reaching-types property. Both analyses proceed by: (1) building a type propagation graph where nodes represent variables, and each edge \( a \to b \) represents an assignment of the form \( b = a \), (2) initializing reaching type information generated by assignments of the form \( b = \text{new} \ A() \) (i.e. the node associated with \( b \) is initialized with the type \( A \)) and, (3) propagating type information along directed edges corresponding to chains of assignments.

For a program \( P \), each variable \( a \) with an object (reference) type is associated with some node in the type propagation graph, called \( \text{representative}(a) \). After propagating the types, each node \( n \) in the type propagation graph is associated with a set of types, called \( \text{reachable_types}(n) \). Thus, after propagating types we can find out the set of types reaching any variable. For building call graphs we are particularly interested in types reaching variables used as receivers. Given a receiver \( a \), with declared type \( C \), we approximate the runtime types of \( a \) using \( \text{reachable_types}(\text{representative}(a)) \cap \text{hierarchy_types}(C) \). Note that we filter out impossible reaching types by intersecting with possible types as indicated by hierarchy types.

In the following subsections we describe the analysis in more detail. We first present the more accurate analysis, called variable-type analysis, where the representative for a variable \( a \) is the name of \( a \), and then explain a coarser-grain variant called declared-type analysis where the representative for \( a \) is the declared type of \( a \).

### 3.1 Variable-type analysis

Variable type analysis uses the "name" of a variable as its representative. In Jimple we can have three kinds of variable references (more complex references are simplified into a combination of these simple ones), and we assign representative names as follows:

**Ordinary references:** are of the form \( a \), and refer to locals or parameters. The name \( C.m.a \) is used as our representative, where \( C \) is the enclosing class and \( m \) is the enclosing method.

**Field references:** are of the form \( a.f \) where \( a \) could be a local, a parameter, or the special identifier \( this \). We use as the representative the name \( C.f \) where \( C \) is the name of the class defining field \( f \). Note that we ignore \( a \), so this means that we are approximating all instances of objects with this field by one representative node in the type propagation graph.

**Array references:** are of the form \( a[x] \), where \( a \) is a local or parameter, and \( x \) is a local, parameter, or constant. We treat arrays as one large aggregate, so the name \( C.m.a \) is used, similar to the ordinary reference case.

#### 3.1.1 Constructing the type propagation graph

Given a program \( P \), where \( P \) consists of all classes that are referred to in the conservative call graph, nodes are created as follows:

- for every class \( C \) that is included in \( P \)
  - for every field \( f \) in \( C \), where \( f \) has an object (reference) type
    - create a node labeled with \( C.f \)
  - for every method \( C.m \) that is included in the conservative call graph of \( P \)
    - for every formal parameter \( p_i \) of \( C.m \)
      - where \( p_i \) has an object type
        - create a node labeled \( C.m.p_i \)
    - for every local variable \( l_i \) of \( C.m \)
      - where \( l_i \) has an object type
        - create a node labeled \( C.m.l_i \)
    - create a node labeled \( C.m\text{this} \) to represent the implicit first parameter
    - create a node labeled \( C.m.return \) to represent the return value \( C.m \)

Note the last two rules can be optimized to add the \( C.m\text{this} \) node only when the method refers to \( this \), and to add \( C.m.return \) only when the method returns an object type. This does not affect the accuracy of the result, it just leaves out nodes that will have no edges to them.

Once all of the nodes have been created, we add edges for all assignments that involve assigning to a variable with an object type. These may be either explicit assignments via assignment statements, and implicit assignments due to method invocation and returns. Edges are added as follows:

**Assignment Statements:** are all in the form \( lhs = rhs \); or \( lhs = (C) rhs \); where the \( lhs \) and \( rhs \) must be an ordinary, field or array reference. For each statement of this form, we add a directed edge from the representative node for \( rhs \) to the representative node of \( lhs \).

**Method Calls:** are in the form of \( lhs = o.m(a_1, a_2, \ldots, a_n) \); or \( o.m(a_1, a_2, \ldots, a_n) \);. The receiver \( o \) must be a local, a parameter, or the special identifier \( this \). Each argument must be a constant, a local, or parameter name.

The method call corresponds to some call site, call it \( C.m[i] \), in the conservative call graph. Assignment edges are added as follows:

- for each \( C.m'[i] \) that is the target of \( C.m[i] \) in the conservative call graph
3.1.4 Initializing and propagating types

In the initialization phase, we visit each statement of the form `lhs = new A();` or `lhs = new A[i];` for each such statement we add the type `A` to the `ReachingTypes` set of the representative node for `lhs`. Figure 3(c) shows the type initialization for the example program.

After initialization, we propagate types. This is accomplished in two phases. The first phase finds strongly-connected components in the type propagation graph. Each strongly-connected component is then collapsed into one supernode, with `ReachingTypes` of this collapsed node initialized to the union of all `ReachingTypes` of its constituent nodes. Figure 3(d) shows two nodes collapsed. In this case neither node had an initial type assignment, so the collapsed node has no type assignment either.

After collapsing the strongly-connected components, the remaining graph is a DAG, and types are propagated in a single pass starting from the roots in a topological manner, where a node is processed only after all of its predecessors have already been processed. Note that both the strongly-connected component detection and propagation on the DAG has complexity of $O(max(N,E))$ operations, where the most expensive operation is a union of two `ReachingType` sets.

Figure 3(e) shows the final solution for our small example. From this solution we can infer that variables `a1`, `a2`, `a3` and `b3` have a reaching type `A` (i.e. they can only refer to objects of type `A`). Variable `b2` has a reaching type `B`, `c` has a reaching type of `C`, and `b3` has a reaching type of `A,B`.

3.2 Declared-Type Analysis

Declared-type analysis proceeds exactly as variable-type analysis, except for the way in which we allocate representative nodes for variables. In declared-type analysis we use the declared type of the variable as the representative, instead of

- add an edge from the representative of `o` to `C'.m'.this
- if the return type is not void add an edge from `C'.m'.return to the representative for `lhs`
- for each argument `ai` that has object type add an edge from the representative of `ai` to the rep. of the matching parameter of `C'.m'.

Note that we handle native methods by summarizing their effect on our analyses. None of the benchmarks for which we present results have any native methods; but there are some native methods in the Java library that are called by these benchmarks. We have examined the code for these Java library native methods in the open source Kaffe OpenVM [2] in order to find the appropriate summary.
3.3 Tradeoffs

We have designed our approach to work well with Java, particularly for large, object-oriented benchmarks. In order to keep our algorithm simple and efficient, yet effective, we have made several design decisions:

Avoiding solving the aliasing problem: We avoid having to solve the general aliasing problem by representing all instances of field $f$ of class $C$ as one variable name (as described in section 3.1.2). This keeps the analysis simple. Arrays do introduce one restricted sort of aliasing, and we handle this by introducing bidirectional edges for assignments that may involve arrays.

No killing based on casts or declared type: For each assignment statement $lhs = rhs$ or $lhs = (C) rhs$, we always propagate all types from the node for $rhs$ to the node for $lhs$. One could imagine an algorithm that removed impossible types based on the declared type of $rhs$ or the type given in the cast expression ($C$). However, this would lead to information being killed along some edges, and it would require either an iterative worldview solver or a more complex constraint solver (i.e. it would no longer be possible to collapse strongly connected components and solve simply in one pass over the graph).

It should be noted that we do filter out impossible types after we have the final solution. That is, for each variable we use the declared type of the variable and class hierarchy analysis to eliminate any reaching types that are not possible.

A pessimistic algorithm: Our algorithm is pessimistic in the sense that it adds edges for all method calls that are indicated by the conservative call graph. This means that we may include spurious edges, and types may propagate along those edges. The opposite approach would be to optimistically assume that method call of the form $a.m()$ could only call those methods
A a1, a2, a3;
b b1, b2, b3;
c c;

a1 = new A();
a2 = new A();
b1 = new B();
b2 = new B();
c = new C();
a1 = a2;
a3 = a1;
a3 = b3;
b3 = (B) a3;
b1 = b2;
b1 = c;

(a) Program

(b) Nodes and Edges

(c) Initial Types

(d) Strongly-connected components

(e) final solution

Figure 4: Example of a declared-type analysis

that correspond to the types currently reaching o at each step of the analysis. This set would increase as the analysis proceeds, and once again iteration would be required.

We can improve our pessimistic algorithm by giving it a better conservative call graph to start with. We experimented with two variations: (1) using the call graph generated using optimistic rapid type analysis as input to variable-type analysis; and (2) using the output of variable-type analysis as the input for a second iteration of variable-type analysis.

An interprocedural, whole program, approach: Another alternative to our approach is to propagate reaching type information interprocedurally, and perform conservative approximations for the effect of method calls. By studying the more object-oriented benchmarks, we found that many of the reaching types were really being propagated interprocedurally, and so we designed our analysis to work on a type propagation graph that encodes the whole program, with all edges for method calls and returns.

Based on a typed 3-address representation: Our approach was implemented using Jimple, an intermediate representation that provides explicit names and types for all local variables. This allows our analysis to be very simple. Since all assignments are between explicit, named locations, we can represent the type propagation graph in an obvious fashion. The fact that local variables have a type is also useful for two reasons [22]. First, it makes the definition of declared-type analysis trivial. Second, it helps to improve the precision of the conservative call graph, since the declared type of a receiver may be tighter than the type in the signature encoded in the corresponding invoke-virtual or invokevirtual bytecode instruction.

4. EXPERIMENTAL RESULTS

We have experimented with seven benchmarks, as outlined in Table 1. The four SPECjvm benchmarks include raytrace which is a graphics raytracer, compress which is a compression program based on a modified Lempel-Ziv method, jack which is a Java parser generator based on the Purdue Compiler Construction Tool Set (PCCTS), and javac which is the Java compiler from Sun’s JDK 1.0.2. The other three benchmarks include tableCC which is a compiler front end generator written in Java[3], and soot is an earlier version of our compiler framework[1], and pizzac is the Pizza compiler [4]. For all benchmarks, the Java library used was from the Blackdown linux port, JDK1.1.7.

The statistics in Table 1 provide an insight into the nature of the benchmarks for which we have conducted experiments. In the column labeled # Stmts, we show the number of Jimple statements in the whole application (benchmark plus Java libraries accessed by the application), and the number of Jimple statements in only the benchmark (without libraries). In the column labeled Hierarchy, we give the average and maximum depth of the inheritance hierarchy for the whole application and benchmark only. These numbers not only measure the extent of object orientedness of the whole application, but are also useful in discovering whether it is the benchmark itself that has been written in an object oriented manner, or if the Java libraries are the source of object orientedness. For example, we can see that raytrace and compress are not very object-oriented. The column labeled Classes and Interfaces gives the number of classes and interfaces that come from the library, the benchmark code only, and the overall total.

Table 2 gives a summary of the conservative call graph built for each benchmark using Class Hierarchy Analysis (CHA). We have measured the conservative call graph characteristics for the whole application (including the library) as well as the portions of the call graph related to the benchmark alone. Accordingly, Table 2 is divided into 2 distinct parts.
<table>
<thead>
<tr>
<th>Benchmark</th>
<th># Stmts</th>
<th>Hierarchy</th>
<th>Classes and Interfaces</th>
</tr>
</thead>
<tbody>
<tr>
<td>lang, name</td>
<td>whole bench.</td>
<td>avg. depth</td>
<td>max. depth</td>
</tr>
<tr>
<td></td>
<td>app. only</td>
<td></td>
<td></td>
</tr>
<tr>
<td>java_205_raytrace</td>
<td>19235</td>
<td>5317</td>
<td>3.0</td>
</tr>
<tr>
<td>java_201_compress</td>
<td>16619</td>
<td>2727</td>
<td>3.0</td>
</tr>
<tr>
<td>java_228_jack</td>
<td>55107</td>
<td>11215</td>
<td>3.0</td>
</tr>
<tr>
<td>java_213_javac</td>
<td>69585</td>
<td>25304</td>
<td>3.5</td>
</tr>
<tr>
<td>java_sablecc-w</td>
<td>68575</td>
<td>24621</td>
<td>3.2</td>
</tr>
<tr>
<td>java_soot-c</td>
<td>63306</td>
<td>33396</td>
<td>3.3</td>
</tr>
<tr>
<td>pizza_piza compiler</td>
<td>73130</td>
<td>42805</td>
<td>3.0</td>
</tr>
</tbody>
</table>

Table 1: Benchmark Characteristics

First consider the characteristics of the whole application, including libraries. Column 1 shows the number of methods that are in the call graph. Note that this number measures the number of methods that might be called starting at all possible entry points, based on CHA, and does not include methods that cannot be reached from a root in the conservative call graph. Column 2 shows the number of monomorphic call sites in methods in the call graph. The monomorphic sites include call sites for invokevirtual and invokeinterface instructions as well as call sites for invokevirtual and invokeinterface instructions that have been resolved to exactly one method by CHA. Column 3 shows the number of potentially-polymorphic sites i.e. invokevirtual and invokeinterface instructions that have more than 1 target after performing CHA. Column 4 shows the total number of call sites in the whole application. Column 5 shows the number of monomorphic edges (edges from monomorphic call sites), while Column 6 shows the number of potentially-polymorphic edges (edges from potentially-polymorphic call sites). Column 7 shows the total number of edges in the whole application.

Now consider the second part of Table 2, which shows the characteristics of the benchmark only, not including any library methods. This part of the table includes all methods from the call graph that do not belong to the Java library, call sites inside these methods, and the edges attached to these call sites. These figures give a clear idea about the performance of CHA on the benchmark classes. For example, it is clear that there is hardly any scope for improvement of the benchmark portion of the call graph in benchmarks like raytrace or compress, whereas in benchmarks like javac, soot, or sablecc there are many unresolved call sites.

Table 2: Conservative Call Graph Characteristics

<table>
<thead>
<tr>
<th>Name</th>
<th>Whole Application</th>
<th>Benchmark Only</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[V]</td>
<td>[N]</td>
</tr>
<tr>
<td></td>
<td>Call Sites</td>
<td>Edges</td>
</tr>
<tr>
<td></td>
<td>pot. (total)</td>
<td>pot. (total)</td>
</tr>
<tr>
<td></td>
<td>mono. poly.</td>
<td>mono. poly.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>total</td>
</tr>
<tr>
<td>raytrace</td>
<td>1729</td>
<td>6652</td>
</tr>
<tr>
<td>compress</td>
<td>1583</td>
<td>5150</td>
</tr>
<tr>
<td>jack</td>
<td>1857</td>
<td>7191</td>
</tr>
<tr>
<td>javac</td>
<td>2821</td>
<td>10570</td>
</tr>
<tr>
<td>sablecc</td>
<td>3737</td>
<td>11151</td>
</tr>
<tr>
<td>soot</td>
<td>2828</td>
<td>11653</td>
</tr>
<tr>
<td>pizza</td>
<td>2600</td>
<td>13729</td>
</tr>
</tbody>
</table>

Table 3 summarizes the effect of applying a variety of techniques on the conservative call graph. In this table pRTA is pessimistic rapid type analysis, oRTA is optimistic rapid type analysis, DTA is declared-type analysis, and VTA is variable-type analysis. We also gave two combinations: oRTA+VTA is the combination of first using oRTA to build a pruned call graph, and then applying VTA; and VTA+VTA is the result of first using one application of VTA to get a pruned call graph, and then applying VTA on that pruned graph.

4.1 Reducing the size of the Conservative Call Graph

One use of our analyses is to reduce the size of the call graph. Eliminating methods from the call graph means that these methods do not need to be included in the application. This leads to smaller, compacted class files for applications, or smaller executables for compilers that translate class files for complete applications to native code. Further, reducing methods and call edges results in smaller call graphs which can make subsequent interprocedural analyses more efficient and more accurate. In Table 3, the columns labeled Nodes Removed and Edges Removed summarizes the number and percentage of nodes/edges removed for each analysis.

Rapid type analysis has been shown to be quite effective for C++ benchmarks [8], particularly for removing unused methods and call edges from the call graph for complete applications (including libraries). In this case the library code often contains many methods that are never called by a particular application. Our results confirm that rapid type analysis also does give a significant improvement for our Java
<table>
<thead>
<tr>
<th>Whole Application</th>
<th>Benchmark Only</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Nodes Removed</strong></td>
<td><strong>Nodes Removed</strong></td>
</tr>
<tr>
<td>(% of tot.)</td>
<td>(% of tot.)</td>
</tr>
<tr>
<td><strong>Edges Removed</strong></td>
<td><strong>Edges Removed</strong></td>
</tr>
<tr>
<td>(% of poly)</td>
<td>(% of poly)</td>
</tr>
<tr>
<td><strong>Callsites Resolved</strong></td>
<td><strong>Callsites Resolved</strong></td>
</tr>
<tr>
<td>(% of tot.)</td>
<td>(% of tot.)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>pytrace</th>
<th>pytrace</th>
<th>pytrace</th>
<th>pytrace</th>
</tr>
</thead>
<tbody>
<tr>
<td>pRTA</td>
<td>pRTA</td>
<td>pRTA</td>
<td>pRTA</td>
</tr>
<tr>
<td>820 (4%)</td>
<td>3568 (54%)</td>
<td>292 (7%)</td>
<td>46 (2%)</td>
</tr>
<tr>
<td>15 (0%)</td>
<td>54 (1%)</td>
<td>5 (1%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>compress</th>
<th>compress</th>
<th>compress</th>
</tr>
</thead>
<tbody>
<tr>
<td>pRTA</td>
<td>pRTA</td>
<td>pRTA</td>
</tr>
<tr>
<td>814 (51%)</td>
<td>3064 (47%)</td>
<td>263 (7%)</td>
</tr>
<tr>
<td>11 (4%)</td>
<td>18 (2%)</td>
<td>5 (1%)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>jack</th>
<th>jack</th>
<th>jack</th>
<th>jack</th>
</tr>
</thead>
<tbody>
<tr>
<td>pRTA</td>
<td>pRTA</td>
<td>pRTA</td>
<td>pRTA</td>
</tr>
<tr>
<td>823 (25%)</td>
<td>4516 (18%)</td>
<td>319 (25%)</td>
<td>713 (1%)</td>
</tr>
<tr>
<td>30 (2%)</td>
<td>738 (4%)</td>
<td>30 (2%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>javac</th>
<th>javac</th>
<th>javac</th>
<th>javac</th>
</tr>
</thead>
<tbody>
<tr>
<td>pRTA</td>
<td>pRTA</td>
<td>pRTA</td>
<td>pRTA</td>
</tr>
<tr>
<td>824 (3%)</td>
<td>5056 (20%)</td>
<td>327 (8%)</td>
<td>713 (1%)</td>
</tr>
<tr>
<td>30 (2%)</td>
<td>736 (4%)</td>
<td>30 (2%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>sablecc</th>
<th>sablecc</th>
<th>sablecc</th>
<th>sablecc</th>
</tr>
</thead>
<tbody>
<tr>
<td>pRTA</td>
<td>pRTA</td>
<td>pRTA</td>
<td>pRTA</td>
</tr>
<tr>
<td>657 (1%)</td>
<td>4145 (11%)</td>
<td>107 (3%)</td>
<td>1074 (4%)</td>
</tr>
<tr>
<td>42 (2%)</td>
<td>494 (2%)</td>
<td>42 (2%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>root</th>
<th>root</th>
<th>root</th>
<th>root</th>
</tr>
</thead>
<tbody>
<tr>
<td>pRTA</td>
<td>pRTA</td>
<td>pRTA</td>
<td>pRTA</td>
</tr>
<tr>
<td>732 (1%)</td>
<td>5769 (25%)</td>
<td>705 (9%)</td>
<td>713 (1%)</td>
</tr>
<tr>
<td>35 (2%)</td>
<td>736 (4%)</td>
<td>35 (2%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>pizza</th>
<th>pizza</th>
<th>pizza</th>
<th>pizza</th>
</tr>
</thead>
<tbody>
<tr>
<td>pRTA</td>
<td>pRTA</td>
<td>pRTA</td>
<td>pRTA</td>
</tr>
<tr>
<td>213 (8%)</td>
<td>2097 (10%)</td>
<td>123 (5%)</td>
<td>643 (1%)</td>
</tr>
<tr>
<td>17 (1%)</td>
<td>643 (4%)</td>
<td>17 (1%)</td>
<td></td>
</tr>
</tbody>
</table>

| Table 3: Improvement of Call Graph over Conservative Call Graph |
|------------------|------------------|
| Nodes Removed    | Edges Removed    |
| (% of tot.)      | (% of poly)      |
| Callsites Resolved | (% of tot.) |
| for the large object-oriented benchmarks. | for the large object-oriented benchmarks. |
| For example, sablecc pRTA removed 33% of the edges, whereas VTA removed 30%, and for root pRTA removed 7% whereas VTA removed 20%. |

Our combined analyses, oRTA + VTA and VTA + VTA, show small improvements over VTA, with the largest impact for the very object-oriented benchmarks, sablecc and root. These results show that VTA is quite useful for further reducing the size of the call graph, and in getting more compaction by removing additional methods. Note that for large benchmarks, where a greater proportion of the code is from the benchmark itself and not from the library, a much smaller percentage of methods can be removed by all analyses, although VTA does perform slightly better. We also studied how many methods and edges could be removed when considering only the benchmark code and bytecode benchmarks. |

Both of our new analyses show additional benefit over oRTA, with VTA performing the best. When considering the whole application, VTA removes 10% (pizza) to 65% (compress) of the methods and 17% (pizza) to 65% (compress) of the edges. The most notable improvements due to VTA are for the large object-oriented benchmarks. For example, sablecc oRTA removed 13% of the edges, whereas VTA removed 30%, and for oRTA pRTA removed 7% whereas VTA removed 20%.
factoring out the library code. For methods, oRTA eliminates 1% to 14% and VTA eliminates 1% to 21%. For edges, oRTA eliminates 2% to 4% and VTA eliminates 3% to 22%. VTA works particularly well for jack, sablecc, soot and pizzazz. Overall, when we consider only the benchmark code, a smaller percentage of methods and edges can be eliminated, but the gap between RTA and VTA can be more significant, and the gap between pRTA and oRTA is less significant.

4.2 Resolving Virtual Calls

The second major measurement is how many potentially polymorphic call sites can be resolved to exactly one method. Below we present both static and dynamic results.

4.2.1 Static Results

Given the conservative call graph built by CHA, we have measured how many of the remaining potentially polymorphic sites can be resolved or eliminated by RTA, DTA and VTA. These results are found in Table 3, in the columns labeled Callsites Resolved. We say that a call site is resolved if it was potentially polymorphic after CHA analysis, but resolves to exactly one method after RTA/DTA/VTA.4 We have presented the number of call sites resolved, as well as two percentages. The column labeled %poly gives the percentage with respect to the number of potentially polymorphic call sites in the conservative call graph, whereas the column labeled %tot gives the percentage with respect to all call sites. A call site is eliminated if the method containing the call site is eliminated due to RTA/DTA/VTA.

First consider results of the whole benchmark. VTA performs significantly better than pRTA and oRTA, in some cases resolving more than twice as many call sites (i.e., jack, soot and pizzazz). Next, consider the behavior of methods that are part of the benchmark only (i.e., not part of the Java library). Here we see that the benchmarks raytrace and compress do not have any interesting behavior. Even though the analyses resolves a high percentage of the potentially polymorphic call sites (high %poly), these call sites were not very important in the overall picture (low %tot.). For the remaining five benchmarks we note that pRTA, oRTA and DTA do not perform very well, giving less than 5% (%poly) on four of the benchmarks. However, VTA can resolve a significant number of call sites with a high of 90% (%poly) or 12% (%tot.) for jack. Also note that the gap between RTA and VTA is quite large on all five benchmarks. This seems to indicate that RTA and DTA are not good at resolving call sites in the benchmark part of the code, whereas VTA can resolve a significant number.

4.2.2 Dynamic Results

We have used profiling to estimate the possible run time impact of the analyses. We instrumented the bytecode produced by our compiler to produce a summary of which methods were actually called at each invokevirtual and invokevirtual interface call, and to collect the execution frequency for each call site. We have concentrated on the run time behavior of call sites in the benchmark classes (excluding the Java libraries).5 Figure 5 summarizes the percentage of dynamic calls that correspond to invokevirtual/invokeinterface call sites that can be resolved to one method (monomorphic call sites). For each benchmark, the first four bars correspond to call sites that could be resolved using CHA, RTA, DTA and VTA. The rightmost bar for each benchmark shows the result of our dynamic profile (i.e., how many call sites only resolved to one method during an actual execution). For example, in jack, almost 100% of all invokevirtual/invokeinterface calls are monomorphic at runtime, whereas in j4ac only about 90% are monomorphic at runtime. In general, we can see some interesting trends. First, for benchmarks that are not very object-oriented, like raytrace and compress, a simple method like CHA finds all monomorphic call sites. Second, it appears that RTA and DTA give very little or no improvement on all benchmarks, confirming our static measurements. However, our VTA analysis does give some improvement, with significant improvement on several of them. In some cases (jack and pizzazz), we observe that the number of call sites resolved by VTA is almost the same as the number of monomorphic calls obtained with the profile, and in these cases there is no need for any more sophisticated analyses.

For two benchmarks, soot and j4ac, we observe that while VTA did resolve substantially more call sites than any of the other analyses, it is not able to perform well enough to approach the results obtained in the profile. We studied the reasons for this gap on soot as the difference is greater for this benchmark, and as it is an analysis framework developed by us, we had the source code with which we were familiar. We illustrate the reason for VTA’s inability to find all monomorphic calls with a typical example. The soot framework has an abstract class AbstractValueBox that is a container class that declares a field holding an object of class Value. Value is also an abstract class that is overridden by specific classes like Local, InstanceField, InvokeExpr. AbstractValueBox is extended by specific container classes like LocalBox, InstanceFieldBox and InvokeExprBox. These specific container classes do not declare any fields and the values that are held in these boxes are stored in the Value field of AbstractValueBox. Thus objects belonging to many classes that override Value reach the Value field declared in AbstractValueBox. The accesser method to get the Value stored in a box is defined only in AbstractValueBox and it returns the Value field. Thus whenever a specific kind of Value object is put into a box and retrieved, all the classes that reached the Value field are in the set of possible types (computed by VTA) for the object retrieved. We believe that this would be a problem for even more sophisticated analyses because the statements that put values in the boxes are often very far from statements taking the values out, and

---

4 We have shown the number of potentially polymorphic call sites left by CHA analysis in columns 3 and 10 of Table 2.

5 One common scenario is that one would want to perform compiler optimizations on the benchmark code alone, and leave the Java library classes unchanged (for example, when performing class file to class file optimization on user code). This was the main reasoning behind our decision to profile the benchmark classes only, as this would give us a good indication of the possible performance impact of optimizing the benchmark. Also we felt that it would be interesting to measure the difference in performance of the analyses on the benchmark classes dynamically, given that the static results indicate that our VTA analysis does substantially better than CHA and RTA in the benchmark code.
it would be difficult to pair the definitions and uses up correctly.

Another explanation for the gap is the presence of several run time flags in this benchmark. For a particular option, there is usually an abstract class performing the basic functionality associated with the option, and it is extended by different classes that perform a specific function. Depending on the particular choice for the runtime flag one of the possible classes is instantiated. Thus, this is an example where the call site is monomorphic for a particular run of the program, but polymorphic over many different runs. This sort of monomorphism cannot be determined by a static analysis, but would be a good candidate for runtime optimizations.

The benchmarks javac and soot are examples where there exists a substantial number of polymorphic calls, even after an analysis like VTA has been used to devirtualize as many calls as possible. The gap between the result of VTA and the profile corresponds to calls that are monomorphic at runtime, but were not determined to be monomorphic by the static analysis. From Figure 5 we can see that for javac this gap is about 18% (90-72), and for soot this gap is about 28% (67-39). One can try to close this gap by applying more expensive static analyses, or one can use dynamic call optimization techniques, like branch target prediction [11], or inline caching [17]. For example, a hardware-based branch target buffer (BTB), like the 512-entry BTB of a Pentium III, reduces the overhead of calls that seldom switch targets by storing the last target of every call site. The prediction hit rate of a large BTB is equal to the number of times that a target at an executed call site does not change, and therefore it gives an upper bound to the dynamic frequency of monomorphic calls. In Driesen and Hölske’s study on the direct cost of virtual function calls in C++ [19], a BTB predicts 75% of the calls on a suite of C++ programs. When all member functions are declared virtual (as in Java), the prediction rate climbs to 90%, which is similar to the Java profiles obtained in the current study. A static analysis technique like VTA can be used to remove all provably monomorphic call sites, after which a BTB optimizes dynamically monomorphic calls. A BTB can handle provably monomorphic calls, but since it is a limited resource close to the processor core, it is likely to remain limited in capacity, and therefore monomorphic call site removal by static analysis can increase the program workload that a particular processor can handle efficiently.

Figure 5 also demonstrates how many truly polymorphic calls exist in the benchmark, these correspond to 100 minus the height of the profile bar. For javac there are about 10% (100-90), and for soot there are about 33% (100-67). Dynamic techniques can also optimize truly polymorphic calls by using more sophisticated branch target prediction, that exploits correlations between the current call site and a previously executed call site, both polymorphic. For example, cascaded two-level prediction has been shown to reduce the number of unpredictable polymorphic calls from 25% (for a 256-entry BTB) to 6% (3-stages of 512-entry two-level), thereby optimizing 75% of the remaining truly polymorphic calls [20].

4.2.3 Performance Improvements
One might wonder if the increased precision of VTA is useful in further optimizations. Certainly reducing the size and complexity of the call graph will improve subsequent inter-procedural analyses and helps to compact applications, but is it also useful for performance improvement of the benchmark? We don’t expect it to make a large difference on any one optimization, but we do expect it to give small improvements on different optimizations. Currently we have implemented method inlining, where we use our framework to read class files, inline methods based on the call graph produced by CHA or the call graph after pruning using VTA, and then generate the inlined class files [34]. We executed the original, and inlined benchmark class files using

![Figure 5: % Dynamic Monomorphic Calls (Benchmark Only)](image)
the Blackdown linux JDK1.2, with the JIT turned on. Two of the benchmarks show better performance when the inlining is based on the call graph using VTA rather than CHA. For sort we observe 1% speedup when inlining is done using the CHA call graph but 3% speedup when the VTA call graph is used. For jasac we see no improvement for inlining when based on the CHA call graph, but 2% speedup when using the VTA call graph. This leads us to believe that some of the extra call sites found by VTA could be important ones for inlining. We hope to see other benefits as more optimizations are added to our framework.

4.3 Measuring the Analysis
Our implementation is not yet tuned for speed, so in order to give an estimate of the time required for each analysis, we gathered information about the size of the data structures built for each algorithm, plus some execution numbers for our untuned implementation. In Table 4, we show our measurements. Note that for DTA and VTA, the time required to obtain the solution is proportional to the number of edges in the constraint graph after the graph has been transformed such that each strongly connected component in the original constraint graph is replaced by special SCC nodes. The number of edges in the constraint graph is observed to grow linearly with the size of the application for both DTA and VTA. In comparing DTA and VTA, we observe that VTA has about 4 times the number of nodes, and about 8 times the number of edges as in DTA. This gives a good indication about the relative costs of these 2 analyses. The last column of Table 4 gives the time, in seconds, for solving the constraint graph. The interesting point is not so much the absolute time, but the fact that the analysis scales well, and behaves linearly in practice. This also shows that VTA is indeed a constant factor (around 10) more expensive than DTA, and so the increased precision of VTA over DTA does not come at a price.

5. RELATED WORK
There has been considerable work in the area of applying more expensive analyses of varying complexity for call graph construction, especially for languages like C++, Module-3, and Cecil. One of the classic algorithms is O-CFA which has \(O(n^2)\) complexity. Other context-insensitive approaches include Palsberg and Schwartzbach's algorithm [25], Hall and Kennedy's call graph construction algorithm for Fortran [23], and Lakhdar's algorithm [36] for building a call graph in languages with higher order functions. Other related work includes Shiver's k-CFA family of algorithms [32, 33] for selecting the target contour based on k enclosing calling contours at each call site, Ageren's Cartesian Product Algorithm [6], and Ryder's [31] call graph construction algorithm for Fortran 77. Plevyak and Chien's iterative algorithm [30] tries to improve a safe call graph to begin with and tries to refine it to the desired extent by creating new contours. Chatterjee et. al. give a method for finding relevant contexts for a subset of C++/Java [12]. Ageren [5] describes constraint-graph-based instantiations of k-CFA, and Plevyak's algorithm.

Our work has focused on a technique that can find a solution that does not require any iteration and scales linearly in the size of the program. Thus, previous work that focuses on the effectiveness of inexpensive analyses is more directly related to this paper. In this field, the goal is to find simple, inexpensive, yet effective analyses. The results of Dean et. al. [14] suggest an efficient approach to resolving many method invocations for the Cecil language. Fernandez [21] implemented virtual call elimination and used an idea that is essentially Class Hierarchy Analysis (CHA). Aigner and Hilde [7] find that type feedback and class hierarchy analysis are both effective at resolving method invocations in C++. Our work confirms that CHA does work well for Java bytecode, and we use CHA to get our original conservative call graph. However, our VTA methods can substantially improve the conservative call graph, removing 10% to 63% of the nodes, and 17% to 61% of the edges.

Bacon and Sweeney's work on fast static analysis of C++ virtual function calls [8] considers three relatively simple analysis techniques called: Unique Name, Class Hierarchy Analysis, and2 Rapid Type Analysis (RTA). They have dynamically measured the results for resolution of user virtual calls, and have given an estimate for the number of dead call sites. They concluded that rapid type analysis is extremely effective in resolving function calls, reducing code size, and is fast. Our results seem to confirm that rapid type analysis does also work well with Java when complete applications including library code are analyzed. However, we show that rapid type analysis does not perform well when considering the benchmark code only. Further, our results indicate that variable-type analysis gives better results for both cases, the complete application, and the benchmark only.

Divan [18] describes results for simple and effective analysis of statically-type object-oriented languages, and provides experimental results for Modula III programs. Their analysis is similar to ours in the sense that they also propagate types from allocation sites to uses. However, there are significant differences between their approach and our reaching-type analyses. First, we analyze Java bytecode, and so we have tailored our approach to the specifics of Java, including how to properly handle Java arrays. Further, we have experimented with a wide variety of benchmarks, including some large benchmarks that are very object oriented. Second, we believe that our approach is more efficient since we build a complete constraint graph, and solve it once. Their approach requires iterating a flow-sensitive intraprocedural phase since their interprocedural strategy re-analyzes methods when information about parameters or return values change due to the intraprocedural phase. Third, their interprocedural approach uses the declared type of object fields which can introduce imprecision, whereas we use the reaching types for fields.
<table>
<thead>
<tr>
<th>Name</th>
<th>Simple Stmts</th>
<th>Call Graph</th>
<th>Declared Type</th>
<th>Variable Type</th>
<th>Time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>raytrace</td>
<td>27576</td>
<td>1729</td>
<td>9167</td>
<td>3520</td>
<td>3189</td>
</tr>
<tr>
<td>compress</td>
<td>24833</td>
<td>1583</td>
<td>8000</td>
<td>3233</td>
<td>2832</td>
</tr>
<tr>
<td>jack</td>
<td>33186</td>
<td>1857</td>
<td>10864</td>
<td>3866</td>
<td>3474</td>
</tr>
<tr>
<td>javac</td>
<td>47172</td>
<td>2821</td>
<td>24571</td>
<td>57572</td>
<td>6061</td>
</tr>
<tr>
<td>sable-cc</td>
<td>4924</td>
<td>3737</td>
<td>35533</td>
<td>772</td>
<td>8273</td>
</tr>
<tr>
<td>soot</td>
<td>43530</td>
<td>2828</td>
<td>36984</td>
<td>6333</td>
<td>6699</td>
</tr>
<tr>
<td>pizza</td>
<td>55468</td>
<td>2860</td>
<td>19753</td>
<td>7177</td>
<td>7445</td>
</tr>
</tbody>
</table>

Table 4: Size of Data Structures

More recently, DeFouw et. al. have presented a framework for expressing and experimenting with a variety of fast interprocedural class analyses for Cecil and Java[15, 16]. A key part of their framework is the ability to merge nodes in the constraint graph after they have been visited P times. This approach of merging after a threshold allows them to tune the complexity of the algorithm. They present eight instantiations of the framework, three of which are linear or near linear. Our DTA and VTA algorithms are not instantiations of their framework because the various tradeoffs we made (see section 3.3) to make our algorithm efficient are not parameters of their approach. First, our algorithm is pessimistic since it uses an initial conservative call graph (or the call graph generated by optimistic RTA) to insert edges into the constraint graph, whereas their schemes are optimistic, inserting edges into the call graph as object instantiations are found. Second, their algorithm merges a node with all of its successor nodes when it is visited P times (the key design point in their framework). In our algorithm we decide which nodes will be merged by computing the strongly connected components, and merging those together. After this compression step, our algorithm will only visit each node once. In their study they analyze a variety of Cecil benchmarks, but only three Java benchmarks. We have demonstrated our analysis on only Java benchmarks, but on a wider variety of those.

Tip and Palsberg have also been working to find scalable analyses that work well with Java [30]. Their motivation is very similar to ours, to find an analysis that makes some tradeoffs, gives better results than RTA, but scales better than traditional 0-CFA analysis. They present a spectrum of constraint-based techniques that focus on making analyses scalable by limiting the number of sets that must be approximated. In 0-CFA one set is associated with each expression, and in RTA one set is associated with the entire program. Their new analyses suggest intermediate points. For example, CTA uses a distinct set for each class, and XTA uses a distinct set for each method and each field. Although their analyses reduce the number of sets approximated, the underlying solver may still require iteration.

The difference between their approach and ours is in the way in which we enforce scalability. For VTA we use one set for each local variable, and one set for each field, thus giving us a finer-grain abstraction. Instead of coarsening the abstraction level, our design goal was to eliminate iteration in the analysis, and we made various tradeoffs to enforce this (as summarized in Section 3.3). For example: our analyses are conservative; we start with either the conservative call graph or the RTA call graph; and we do not kill based on cast information. We also tried a coarser version of VTA called DTA, where we approximated one set for each declared type, but we found that DTA was not nearly as effective as VTA. So, at least in our approach, the granularity of VTA appears to be necessary for good results.

Currently the experimental results of both the Tip/Palsberg approach and our approach both demonstrate that we achieve improvements over RTA. A head-to-head experimental comparison will only be possible when both approaches are implemented in the same framework, with the same assumptions, and run on the same set of benchmarks. It would be very interesting to perform this experiment. This would also allow us to determine if the approaches find the same sources of improvements, or if both techniques combined together gives even better results. If so, it would be possible to run both analyses, and then use the intersection of their results.

Another interesting area of future work is the combination of static and dynamic techniques. Ishizaki et. al. have studied a wide variety of devirtualization techniques for a Java JIT compiler [25]. Their study shows the promise of combining static techniques like type analysis and dynamic techniques.

Our work builds on the Soot framework under development at McGill, Harissa [27], Vortex [13] and JAX [35] are alternative implementation frameworks.

6. CONCLUSIONS AND FUTURE WORK
In this paper we have presented a new technique that can be used to estimate the possible types of receivers for virtual method and interface calls in Java. Two variations of the technique were presented, variable-type analysis that uses the name of a receiver as its representative, and declared-type analysis which uses the declared type of a receiver as its representative. These two analyses, plus class hierarchy analysis and rapid type analysis, two previously developed type estimation techniques, were implemented with Soot, an environment that translates Java bytecode to a typed three-address code. All four analyses were applied to seven Java bytecode benchmarks.

Our methods work on complete applications, and so they require having all of the bytecode for the benchmark available. Although this is not useful for situations where classes can be dynamically loaded, we feel that compilation and optimization of complete applications is reasonable in many situations. There are certainly many large applications such
as compilers, optimizers, editors and server-side applications that can be compiled in this fashion.

For each benchmark, class hierarchy analysis was used to build an initial conservative call graph. Measurements of these graphs confirm what others have noted, namely that class hierarchy analysis leads to a conservative call graph that is fairly sparse, with a majority of call sites resolving to a single method. However, there is scope for further improvement of these conservative graphs.

We applied rapid type analysis, variable-type analysis and declared-type analysis using the initial conservative call graph, and found that a significant number of edges and nodes could be removed. Variable-type analysis gave the best results removing 10% to 65% of the nodes and 17% to 65% of the edges from the conservative call graph. Further, variable-type analysis resolved 32% to 94% of the potentially polymorphic call sites (after CHA) to 1 method. All of these results are better than what was achieved by rapid type analysis. Our declared-type analysis did give some benefit, but not as significant as variable-type analysis.

In order to study the effect of the analyses on the benchmarks, we studied the dynamic behavior of the benchmark code only. In this case we found that neither rapid type analysis nor declared-type analysis had significant impact. However, variable-type analysis did show substantial improvement, in some cases approaching the best possible result. Thus, it seems that the added granularity of variable-type analysis over declared-type analysis is quite important, particularly when optimizing the benchmark code. In other cases variable-type analysis did find significantly more monomorphic call sites, but there was a substantial gap between the static result of the analysis and the dynamic profile. We presented several reasons for this gap, and we do not believe that a simple analysis will be able to close much of the remaining gap.

We observed that the extra call sites resolved by variable-type analysis account for a significant number of calls in the dynamic trace, and we demonstrated that inlining could make use of these extra call sites, giving performance improvement for two benchmarks.

Our techniques were meant to be simple, and we described the various tradeoffs we made to keep the algorithm simple and efficient. We have described our approach in detail, and it should be easy for others to add to their compilers, particularly if they already have CHA and/or RTA analysis. Based on our experimental results, we believe that a good overall strategy would be to use an optimistic RTA-style analysis to get the original pruned call graph. Then, if there are a significant number of polymorphic call sites remaining, our VTA analysis could further prune the graph, giving additional code size reduction, and better virtual call resolution.

We are currently working on tools for tree shaking, pointer analysis, and side-effect analysis based on the call graph produced by variable-type analysis.
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