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ABSTRACT

High-resolution limited-area models (LAMs) have been widely employed to downscale coarse-resolution
climate simulations or objective analyses. The growing evidence that LAM climate statistics can be sensitive
to initial conditions suggests that a deterministic verification of LAM solutions in terms of finescale atmo-
spheric features might be misguided. In this study a 20-member ensemble of LAM integrations with
perturbed initial conditions, driven by NCEP–NCAR reanalyses, is conducted for a summer season over a
midlatitude domain. Ensemble simulations allow for the separation of the downscaled information in two
parts: a unique, reproducible component associated with lateral-boundary and surface forcing, and an
irreproducible component associated with internal variability. The partition in the reproducible and irre-
producible components and their seasonal statistics is examined as a function of horizontal length scale,
geographical position within the domain, height, and weather episodes during the season. The scale analysis
of time-dependent model variables shows that, at scales smaller than a few hundred kilometers, the irre-
producible component dominates, on average, the model solution, implying that the downscaled informa-
tion at these scales is mainly in stochastic form. The constraint exerted by the surface forcing on the internal
variability is weak. For seasonal averages, the reproducible component dominates at all scales, although for
precipitation the reproducible and irreproducible components are of the same order of magnitude at scales
smaller than 150 km. These results imply a need for a probabilistic approach to LAM climate simulations
and their verification, especially for shorter integration times, from months to seasons.

1. Introduction

Study of the climate system through the use of high-
resolution atmospheric general circulation models
(GCMs) coupled with land surface, ocean, and sea ice
represents a tremendous computational cost, which is
out of reach for many research centers. Regional cli-
mate models (RCMs) are frequently employed to pro-
vide lower-cost climate simulations using high-resolu-
tion representations of the atmospheric dynamics and

physics, as well as forcing at the interface between the
atmosphere and the other components of the climate
system, over only a specified area of the globe [see
Giorgi and Mearns (1999) for a review]. The most popu-
lar approach in regional climate modeling so far has
been the “one way” nesting strategy. This method in-
volves the relaxation of high-resolution limited-area
model (LAM) variables in the vicinity of the domain
lateral boundaries to the externally prescribed coarse-
resolution fields derived from GCM simulations or ob-
jective analyses (Davies and Turner 1977).

From a downscaling perspective, the one-way nesting
strategy should allow for generation of finescale spa-
tiotemporal weather structures with appropriate ampli-
tudes. This is necessary if high-resolution nested LAMs
are to be able to realistically simulate important meso-
scale atmospheric features such as fronts and precipi-
tations lines (Denis et al. 2002b). To date, the assess-
ment of value added by LAM integrations has been a
rather difficult task, as the observations are too sparse
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for construction of distributions of atmospheric vari-
ables without significant uncertainty at scales from hun-
dreds to tens of kilometers over many areas of the
globe. In response, indirect techniques based on virtual
reality datasets have been developed in order to exam-
ine possible conceptual limitations of the one-way nest-
ing with respect to the ability of LAMs to generate
correct amplitudes and statistics of finescale structures;
these studies support an optimistic point of view re-
garding the issue of the generation of finescales in
LAMs [see Laprise et al. (2008) for a review].

There has been growing evidence that LAMs can
display chaotic behavior, although different from that
in GCMs. The differences among global model integra-
tions from slightly perturbed initial conditions (IC) in-
crease until they become saturated at a value approxi-
mately equal to the climatological transient-eddy vari-
ability implying that the members of the ensemble
become on average uncorrelated (e.g., Lorenz 1969,
1982; Schubert and Suarez 1989). Analogous experi-
ments with one-way nested LAMs show that the inter-
member variance asymptotes to notably smaller values
than the transient-eddy variance (Anthes et al. 1985).
This has been attributed to the forcing exercised by the
lateral boundary conditions (LBCs; Vukicevic and
Paegle 1989; Vukicevic and Errico 1990) or topography
and surface heterogeneities (van Tuyl and Errico 1989).
The intrinsic level of internal variability in LAMs ap-
pears to be independent of the agent (LBC or IC) and
the magnitude of the imposed perturbations (Giorgi
and Bi 2000; Caya and Biner 2004).

A scale analysis of the growth of the forecast error in
LAMs in studies by Laprise et al. (2000) and de Elía et
al. (2002) showed that the magnitude of the error is
scale sensitive, the finest scales being the most affected.
This led the authors to conclude that nested LAMs,
despite generating significant finescale weather fea-
tures, might be futile if they are used to provide the
right time and position of finescale weather patterns.
Internal variability can be also a nuisance in studies of
the sensitivity of an RCM’s climate to parameter
changes (Weisse et al. 2000). Furthermore, in several
studies the magnitude of the internal variability of sea-
sonal averages of hydrologically relevant variables was
found locally to be comparable to that in global models
(Jones et al. 1997; Christensen et al. 2001; Rinke et al.
2004; Alexandru et al. 2007). However, Denis et al.
(2002b) found lower-moment seasonal statistics of fine-
scale atmospheric fields derived from nested LAM in-
tegrations to be rather skillful, especially for low-level
variables. Giorgi and Bi (2000) and Caya and Biner
(2004) also reported that perturbations in the ICs had

little effect on lower-moment statistics of climate vari-
ables in their LAM simulations.

Alexandru et al. (2007) performed a systematic study
of internal variability with a 20-member ensemble of
one-summer-season LAM integrations with perturbed
ICs, conducted over several domains of different sizes,
covering the east coast of North America. The authors
found that internal variability displays preferential re-
gions within the domain, depending on the variable.
Changes in domain size altered considerably the geo-
graphical distribution and magnitude of the internal
variability, both for time-dependent variables and their
seasonal averages. However, a common feature of en-
sembles conducted over different domains was the fact
that the maximum scatter among members in 6-hourly
mean precipitation occurred in the southeastern United
States and was associated with convection in the moist
air advected from the Gulf of Mexico over the warm
continental surface; the spread in seasonal average pre-
cipitation was locally comparable to that in GCMs. The
maximum spread in instantaneous geopotential height
was found downstream of the area of the maximum
scatter in precipitation. The authors suggested that the
intense convection triggered small-scale perturbations
in the mass field that grew in magnitude and increased
in length scale while being advected by the general cir-
culation. It has been shown that the fast growth and
upscale propagation of initial errors in the early stages
of LAM simulations are likely associated with condi-
tional instability and moist convection; this is docu-
mented in several studies of LAM predictability and
error growth (e.g., Zhang et al. 2003, 2007; Tan et al.
2004).

The aforementioned findings imply that a part of the
downscaled weather features in nested LAMs is in the
form of an externally forced signal, independent of per-
turbations in the IC and in this sense reproducible. On
the other hand, the presence of internal variability—
that is differences between members driven by the
same lateral and surface boundary conditions—implies
the existence of an irreproducible component of sto-
chastic nature. The purpose of this study is to identify
and examine the relative significance of these two com-
ponents in dynamical downscaling by LAMs, in terms
of the model variables, horizontal length scale, geo-
graphical position within the domain, height and
weather episodes within a summer season. To this end,
a quantity called reproducibility is defined and ana-
lyzed as a measure of the relative significance of the
reproducible component within the RCM solution. It is
worth stressing that herein the reproducibility should
be interpreted as the degree to which the model’s re-
sponse is exclusively dependent on boundary forcing,
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rather than as an ability of the model to reproduce the
real atmosphere as a reference; the reproducibility in
the latter sense is not studied here.

This work is organized as follows. In section 2 the
experimental setup is presented. In section 3 we exam-
ine the spectral behavior of the reproducibility, which
provides evidence of how the downscaled information
is partitioned between the self-reproducible signal and
the internal variability at different length scales. The
geographical distribution of the reproducibility is pre-
sented in section 4. In section 5 we examine the repro-
ducibility of the seasonal averages. The findings are
summarized and discussed in section 6.

2. Experimental setup

The RCM used in this study is version 3.6.1 of the
Canadian Regional Climate Model (CRCM) described
in Caya and Laprise (1999). The CRCM is a limited-
area gridpoint model based on fully elastic nonhydro-
static Euler equations discretized in time by a three-
time-level semi-Lagrangian semi-implicit scheme. The
physical parameterizations are similar to those de-
scribed in Caya and Laprise (1999) with the exception
of the moist convection scheme, which follows the for-
mulation of Bechtold et al. (2001).

In the horizontal, the computations are performed on
a staggered Arakawa C grid in polar-stereographic co-
ordinates, with a nominal gridpoint spacing of 45 km,
true at 60°N. In the vertical, 18 model levels, defined by
a geometric terrain-following Gal-Chen scaled height,
were used (Gal-Chen and Sommerville 1975). The time
step used in this experiment was 15 min. The nesting
technique, developed by Robert and Yakimiw (1986)
and Yakimiw and Robert (1990), as proposed by
Davies (1976), is based on the relaxation of the hori-
zontal velocity components of the CRCM toward the
driving fields in a nine-point-wide zone along the lateral
boundaries. A complete description of the nesting tech-
nique including the dynamical formulation of the
CRCM can be found in Laprise et al. (1997).

At the lateral boundaries the CRCM requires infor-
mation of horizontal velocity, temperature, surface
pressure, and specific humidity at each time step. The
same set of variables is necessary to define the initial
state. In the present study, both the LBCs and the ICs
are derived from the National Centers for Environmen-
tal Prediction–National Center for Atmospheric Re-
search (NCEP–NCAR) reanalyses (Kalnay et al. 1996).
The LBCs are provided linearly by interpolating the
6-hourly NCEP–NCAR reanalyses on the CRCM grid
at each time step.

The set of prognostic variables in the CRCM includes

surface variables such as surface temperature, liquid
and frozen soil water fraction, and amount and age of
snow. These fields are initialized by their climatological
values, while the ocean surface variables are prescribed
from Atmospheric Model Intercomparison Project
(AMIP) data (Gates 1992).

An ensemble of 20 CRCM simulations was generated
from May to the end of August 1993 over a domain of
121 � 121 grid points covering eastern North America
and the western North Atlantic Ocean (Fig. 1). All the
simulations were driven by the same LBCs and ocean
surface data. The simulations of the members in the
ensemble were launched 24 h apart, starting at 0000
UTC 1 May 1993; thus, the last member of the en-
semble started at 0000 UTC 20 May 1993. The 3-month
period of June–August 1993 is studied. The spinup pe-
riod hence varies from 11 to 30 days. A detailed de-
scription of this ensemble may be found in Alexandru
et al. (2007). The domain of analysis consists of 101 �
101 grid points, exclusive of the nine-point relaxation
zone, covering the internal domain area shown in Fig. 1.

3. Analysis of reproducible and irreproducible
components of simulated spatial variance

a. Definition of the reproducible and irreproducible
components of model variables

Let us denote with X � Xijkmn the nth realization of
a variable X within an ensemble of N simulations (N �

FIG. 1. The integration domain of the CRCM. The ribbon be-
yond the red line denotes the relaxation zone that is excluded
from the analysis.

4944 M O N T H L Y W E A T H E R R E V I E W VOLUME 136

Fig 1 live 4/C



20 here), defined on a rectangular horizontal grid (i, j)
with I � J computational points (I � J � 101 here) at
a pressure level indexed by k, and sampled at times t0 �
m�t, m � {1, 2, . . . , M} (here M � 369 because fields
are sampled every �t � 6 h during the three summer
months and t0 is 0000 UTC 1 June 1993).

The externally forced, reproducible part of the vari-
able X is obtained by the ensemble average defined as

�X�ijkm �
1
N �

n�1

N

Xijkmn. 	1


Deviations from the ensemble average, defined as

X*ijkmn � Xijkmn � �X�ijkm, 	2


sample what is referred to as the irreproducible part of
the variable X. The statistics of the ensemble deviations
can be summarized by the standard deviation:

�ijkm � �	X*ijkmn
2�1�2. 	3


To illustrate the reproducible and irreproducible
components using these definitions, we present in Fig. 2
an example of their application. Figure 2a shows spe-
cific realizations of geopotential height at 925 hPa at
0000 UTC 25 July 1993. The black, red, and blue lines
represent three realizations selected from the 20-
member ensemble. The ensemble mean computed from
all 20 of the members of the ensemble is shown in Fig.
2b; this reproducible component of the mass field is
devoid of finescale details that characterized each of
the three realizations shown in Fig. 2a, which indicates
the nonreproducible nature of these features. Figure 2c
shows the standard deviation of the members of the
ensemble. Finally, NCEP–NCAR reanalyses utilized to
drive the model are presented in Fig. 2d. For the situ-
ation analyzed here, very little of the finescale features
present in the individual CRCM realizations has sur-
vived the ensemble averaging. It is also worth noting
that considerable differences are present between the
ensemble average and the NCEP–NCAR reanalyses.

We now turn our attention to relative vorticity, a
field much more dominated by the small-scale compo-
nents than geopotential height. The relative vorticity at
925 hPa is shown in Fig. 3 for the three selected real-
izations of the geopotential height shown in Fig. 2a. In
the case of vorticity, the ensemble average retains an
important amount of small-scale details. For example,
the filament of positive vorticity south of Labrador as-
sociated with a cold front is well preserved, as well as
the maximum over the southeastern United States. This
is much less the case over the Atlantic, where a lot of
the weather features are lost in the ensemble average.
Unlike the case for geopotential height, the CRCM en-

semble average vorticity (Fig. 3b) does add information
on finescales to the NCEP–NCAR driving fields (Fig.
3d). This implies that, for instantaneous relative vortic-
ity, a considerable part of the finescale details is gen-
erated in reproducible form. For example, the local
maximum of vorticity over the Great Lakes associated
with a warm front (see also Fig. 2a) appears to be al-
most completely reproducible, as its intensity is not
much reduced in the ensemble mean and the standard
deviation of the ensemble is small there (Fig. 3c). Com-
parison of the standard deviation computed for geopo-
tential height (Fig. 2c) and vorticity (Fig. 3c) shows that,
locally, ensemble spread in one simulated variable does
not necessarily imply the spread in other variables, as
there is significant spread in geopotential height but
little spread in vorticity associated with the warm front
over the Great Lakes.

Figure 4 illustrates the decomposition of the geopo-
tential height at 925 hPa at another time: 0000 UTC 20
June 1993. From Fig. 4a it can be inferred that there are
few noticeable large-scale differences among the mem-
bers of the ensemble (now all 20 realizations are
shown). Some small-scale differences are nevertheless
still present. The most notable small-scale differences
occur over the continental area. It is worth noting that
the Midwest low pressure system combined with a
strong ridge over the southeastern United States are
responsible for the advection of moist air over the large
part of the continental area of the domain. The moist
convection associated with such a situation might have
triggered these small-scale differences, as suggested in
Zhang et al. (2003). Another important area of small-
scale differences is situated along the frontal zone as-
sociated with the trough from the Labrador low pres-
sure. These features are not noticeable in the reproduc-
ible part, that is, the ensemble mean (Fig. 4b), but can
be found as weak maxima of the standard deviation of
the ensemble shown in Fig. 4c, indicating their pre-
dominantly irreproducible nature. Comparison of
CRCM-simulated and NCEP–NCAR-analyzed fields
(Fig. 4d) shows considerable systematic discrepancies,
as the large-scale low pressure system observed over
the Atlantic is absent from all the realizations of the
CRCM ensemble.

The corresponding relative vorticity is shown in Fig.
5. Comparison of the simulated vorticity (Fig. 5a) with
NCEP–NCAR reanalyses (Fig. 5d) shows that the
model does add the finescale spatial details to the
coarse-resolution driving fields. Further, as there is
little spread among the CRCM members, most fine-
scale features are well preserved in the ensemble aver-
age (Fig. 5b), which implies that at this time the CRCM
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generates finescale vorticity features in reproducible
form.

b. Power spectra of reproducible and irreproducible
components

To reveal what spatial scales are more or less repro-
ducible, we have applied a spectral analysis to the en-
semble of the simulations. The separation of scales is
performed utilizing two-dimensional discrete cosine
transform (DCT), introduced into the analysis of me-

teorological fields by Denis et al. (2002a). The two-
dimensional power spectrum of a field X, computed at
a selected pressure level, can be expressed as a scalar
function, Sq(Xijkmn), of nondimensional scalar wave-
number q, such that q ∈ {1, 2, . . . , (I � 1)/2}, where I
denotes the number of computational points along one
side of the domain of analysis (I � 101 here), (i, j) are
the grid indices, and k, m, and n denote the level index,
the sampling time, and the realization of the ensemble,
respectively. The length scale corresponding to wave-
number q can be computed as

FIG. 2. Geopotential height at 925 hPa at 0000 UTC 25 Jul 1993: (a) three selected realizations (dam), (b) the ensemble mean of the
20 realizations (dam), (c) the standard deviation of the ensemble (m), and (d) NCEP–NCAR reanalyses projected on the CRCM grid
(dam).
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lq �
	I � 1
�

q
, 	4


where � is the grid spacing, 45 km here. Therefore, the
largest resolved length scale is 4500 km, while the
Nyquist wavelength is 90 km. It is also worth noting
that, when summed over all defined wavenumbers q,
the power spectrum of a given field computed at a given
pressure level is equal to its domain-average variance at
that level.

Three additional power spectra can be defined:

Sqkm
A � �Sq	Xijkmn
�, 	5


Sqkm
R � Sq	�X�ijkm
, and 	6


Sqkm
I � �Sq	X*ijkmn
�. 	7


Here, SA represents the ensemble average of the power
spectra of the N � 20 members of field X in CRCM
simulations. It can be interpreted as the average power
generated by individual realizations. The quantity SR is
the power spectrum of the ensemble average. The

FIG. 3. Relative vorticity at 925 hPa at 0000 UTC 25 Jul 1993 (�10�5 s�1): (a) three selected realizations, (b) the ensemble average
of the 20 realizations, (c) the standard deviation of the ensemble, and (d) regridded NCEP–NCAR reanalyses. Solid lines are used for
positive values, and dotted lines are used for negative values of relative vorticity.
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quantity SI is the ensemble average of the power spec-
tra of the individual members’ deviations from the en-
semble average. It is shown in the appendix that the
three spectra satisfy the following relation:

Sqkm
A � Sqkm

R � Sqkm
I . 	8


Hence, the average power spectrum SA is decomposed
into the power of the reproducible component (SR) as-
sociated with the external forcing and identifiable with
the ensemble average, and the average power of the
irreproducible component (SI) sampled by deviations

about the ensemble average. This approach is analo-
gous to that used by Boer (2003).

The three power spectra computed for the ensemble
of realizations of geopotential height at 0000 UTC 25
July 1993 (shown in physical space in Fig. 2) are shown
in Fig. 6a. This corresponds to the situation character-
ized by a large spread between members. The spectra
SA, SR, and SI are represented by solid, dashed, and
dotted lines, respectively. It can be seen that the large
scales are dominated by the reproducible component
SR. The relative contribution of the irreproducible com-
ponent SI increases from length scales of 1500–500 km

FIG. 4. As in Fig. 2 but for geopotential height at 925 hPa at 0000 UTC 20 Jun 1993.
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and this component dominates at length scales smaller
than 500 km. Also shown in Fig. 6a is the power spec-
trum of the driving fields (NCEP–NCAR reanalyses)
interpolated onto the CRCM grid (the red line); this
quantity is denoted by SD. The steplike decrease in its
power at around 1000 km indicates the effective reso-
lution of NCEP–NCAR reanalyses used to initialize
and nest the CRCM simulations. The power does not
drop to zero, as might be expected, because the inter-
polation on the CRCM grid and aliasing in the DCT
contaminate the spectrum with some noise. However,
that noise has less power than the reproducible com-

ponent of the CRCM simulations. This means that the
ensemble average does generate spatial variance at
small scales.

Figures 6b–d show the decomposed power spectra of
the relative vorticity (discussed earlier in relation to
Fig. 3), divergence, and 6-hourly precipitation at the
same instant. The relative vorticity and divergence have
much more variance at intermediate and small-scale
ranges; that is, their spectra are much less steep. Thus,
at small scales, the difference between simulated power
and that of regridding noise present in the NCEP–
NCAR curve shows the CRCM has the ability to add

FIG. 5. As in Fig. 3 but for relative vorticity at 925 hPa at 0000 UTC 20 Jun 1993.
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variance at scales finer than the resolution of the driv-
ing data, which is necessary (but not sufficient) for the
model to add value.

When relative vorticity is considered (Fig. 6b), the
CRCM spectral power in the irreproducible component
starts to be of the same order of magnitude as the
power of the reproducible component at length scales
of 1200 km. At 650 km the irreproducible and repro-
ducible components are equal and at finer scales, the
irreproducible component dominates the power spec-
trum. The power spectrum of the divergence (Fig. 6c)

reveals that the internal variability is confined to length
scales smaller than 300 km. For 6-hourly mean precipi-
tation (Fig. 6d), the crossover occurs at even shorter
length scales of around 200 km.

Figure 7 shows a similar decomposition of the power
spectrum for the situation at 0000 UTC 20 June 1993,
which is characterized by low ensemble spread and
which was examined earlier in Figs. 4 and 5. The cross-
over of the reproducible and irreproducible compo-
nents for geopotential height (Fig. 7a) now lies at length
scales of approximately 300 km. Relative vorticity (Fig.

FIG. 6. Decomposition of power spectra at 0000 UTC 25 Jul 1993 for (a) geopotential height, (b) vorticity, (c)
divergence, all at 925 hPa, and (d) 6-hourly precipitation. Solid line represents the ensemble average of the
members’ power spectra, SA, defined in Eq. (5); the dashed line represents its reproducible part SR [Eq. (6)]; and
the dotted line is its irreproducible part SI [Eq. (7)]. The red line is the spectral variance of the regridded
NCEP–NCAR reanalyses (not available for precipitation).
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7b) exhibits very distinct spectral behavior with almost
its entire power spectrum contained in the reproducible
component. For divergence (Fig. 7c) and precipitation
(Fig. 7d), the irreproducible component reaches the or-
der of magnitude of the reproducible at scales smaller
than roughly 300 km.

The two examples examined in this section illu-
strate that the relative contributions of the repro-
ducible and irreproducible (internal variability) com-
ponents of the model solution can vary substantially
during the integration period depending on the weather
pattern. In the following, we examine the time evolu-
tion of these components through one summer sea-
son.

c. Reproducibility ratio

For the purposes of evaluating the relative level of
reproducibility as a function of spatial scales and time,
we define a reproducibility ratio as follows:

�qkm �
Sqkm

R

Sqkm
A , 	9


where q is the wavenumber, k is the level index, and m
denotes the sampling time. This ratio takes values be-
tween 0 and 1; it approaches 1 when the members of the
ensemble are very similar, that is, the simulations are
dominated by the reproducible component and internal

FIG. 7. As in Fig. 6 but at 0000 UTC 20 Jun 1993.
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variability is weak, and approaches 0 when the irrepro-
ducible component dominates.

Time series of the reproducibility ratio for geogpo-
tential height, vorticity, and divergence at 925 hPa, as
well as 6-hourly precipitation, are shown in Fig. 8 (in
percentages). Five length scales are selected: 2250, 900,
450, 225, and 100 km. To make the graphs more read-
able, the daily average of the reproducibility ratio is
shown. Large time variations of the reproducibility ra-
tio are present, and they occur in all variables displayed
in Fig. 8. In general, the reproducibility ratio increases
with length scales, but the variations of the reproduc-
ibility ratios with length scale differ greatly between
variables. There is a sharp drop in geopotential height
around 450 km (Fig. 8a) while it is gradual for other
variables. Vorticity is the variable that exhibits the larg-
est reproducibility at the shortest length scale com-
pared to the other variables.

The small-scale divergence reproducibility ratio (Fig.
8c) is quite a bit smaller than that of the vorticity (Fig.
8b). The precipitation reproducibility ratio (Fig. 8d)
closely follows that of the divergence. For example, at
100 km, it is most often below 40%; this may be a
fingerprint of convection that dominates small-scale
precipitation in summer and is associated with the di-
vergent component of the flow.

The time-averaged power spectra SA, SR, and SI, of
the CRCM geopotential height, vorticity, and diver-
gence at 925 hPa and precipitation are computed in Fig.
9; also shown are the time-averaged power spectra of
the regridded NCEP–NCAR reanalysis, SD. For geo-
potential height (Fig. 9a), the reproducible component
of the power spectrum dominates for scales larger than
approximately 300 km while the irreproducible compo-
nent dominates at smaller scales. For low-level diver-
gence (Fig. 9c) and precipitation (Fig. 9d), the cross-

FIG. 8. Reproducibility ratio as a function of time at different length scales for (a) geopotential height, (b)
vorticity, and (c) divergence, all at 925 hPa, and (d) 6-hourly precipitation: yellow, 2250 km; black, 900 km; purple,
450 km; blue, 225 km; and red, 100 km.
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over occurs at length scale of 150 km. Vorticity (Fig. 9b)
on the other hand is on average dominated by the re-
producible component at all length scales. It is worth
noting that the power spectra of the NCEP–NCAR re-
analyses and those of the CRCM simulations are not
identical at large scales, indicating that the amplitude of
the large-scale variables deviates systematically from
that of the driving fields; we will study this in detail in
the next subsection.

It is interesting that a small-scale-dominated vari-
able, such as vorticity, is reproducible relatively well
even at scales of 100 km. As shown earlier in Fig. 8b,
the reproducibility ratio of small-scale vorticity compo-

nents exhibits the largest time variations among the
variables. It is also tightly linked with the reproducibil-
ity ratio of its large-scale components: it appears that
small-scale vorticity features are generally devoid of
large differences among the members of the ensemble,
unless the differences affect the large-scale components
of the model variables. This is much less frequently the
case with small-scale divergence (Fig. 8c), which per-
manently exhibits lower values and smaller time varia-
tions of reproducibility.

The vertical distribution of the reproducibility ratio
of time-dependent CRCM variables is assessed by the
following coefficient:

FIG. 9. Time-average power spectra of (a) geopotential height, (b) vorticity, (c) divergence, all at 925 hPa, and
(d) 6-hourly precipitation: solid line, SA; dashed line, SR; dotted line, SI; and red line, the power spectrum of the
NCEP–NCAR reanalyses projected onto the CRCM grid.
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�qk �
Sqkm

R

Sqkm
A

. 	10


Here, the overbar denotes the time average of the
power spectra. Figure 10 shows the distribution of �qk

as a function of height and horizontal length scale, for
geopotential height, vorticity, and divergence. At small
scales, the values of �qk are noticeably larger for vor-
ticity than for the other variables (Fig. 10b); at scales

smaller than 200 km, geopotential height (Fig. 10a) and
divergence (Fig. 10c) exhibit very small �qk. However,
in the region between 1000 and 600 hPa and 1000 and
500 km, the reproducibility ratio of the vorticity is
somewhat smaller than those of other variables.

The vertical distribution shows that, at large and in-
termediate scales, the reproducibility of surface vari-
ables is not, on average, considerably higher than that
aloft as might be expected if surface forcing exerted an
important constraint to the internal variability at these
scales. However, at scales smaller than 200 km, the re-
producibility is increased near the surface; this is espe-
cially noticeable in cases of divergence (Fig. 10c). It is
noteworthy that the domain of this study is character-
ized with modest topography and that ocean covers a
large part of the domain.

d. Deviation of amplitudes of CRCM simulation
with respect to NCEP–NCAR reanalyses

The ability of the model to reproduce the large-scale
spatial variance of the driving fields is examined utiliz-
ing the following variance-excess coefficient [similar to
that in Castro et al. (2005)]:

�qk � 1 �
Sqkm

D

Sqkm
A

. 	11


Here, SD denotes the power spectrum of driving the
NCEP–NCAR reanalyses and SA the ensemble average
of the members’ power spectra as given by Eq. (5). The
overbar denotes the time average. The coefficient qk is
equal to 0 when the average power of the CRCM fields
and the power of the NCEP–NCAR reanalyses are
identical. Further, qk takes positive (negative) values
when the average members’ power is larger (smaller)
than that of the NCEP–NCAR fields. Particularly, at
small scales that are not resolved by the driving fields,
the optimal value of the coefficient qk is 1, as in this
range of scales the power SD represents no more than
some regridding noise and aliasing in the DCT.

The variance-excess coefficient qk computed for the
geopotential height is shown in percent in Fig. 11a, as a
function of length scale and height. The sharp spectral
gradient of qk at approximately 1000 km indicates the
effective resolution of the driving NCEP–NCAR geo-
potential height. It can be seen that the amplitudes of
the large-scale geopotential heights in the CRCM simu-
lations are overestimated near the surface and under-
estimated at higher levels. The CRCM relative vorticity
and divergence exhibit similar variance excesses at the
large-scale range (not shown).

The time evolution of the deviation of the CRCM

FIG. 10. Average reproducibility ratio [Eq. (10)] of the instan-
taneous CRCM variables (%) as a function of length scale and
height: (a) geopotential height, (b) vorticity, and (c) divergence.
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power spectrum with respect to NCEP–NCAR is as-
sessed by

�qkm � 1 �
Sqkm

D

Sqkm
A . 	12


Figure 11b shows the coefficient (12), in percent, for
selected scales of the 500-hPa geopotential height as a
function of time. The three largest length scales re-
solved by the CRCM grid are shown: 4500, 2250, and
1500 km. At scales of 4500 km, the CRCM generates a
correct amount of variance despite the fact that large
intermittent fluctuations of qkm are present. The ear-
lier noted negative bias appears at scales of 2250 and
1500 km as being rather permanent. Furthermore,
strong underestimations occur intermittently, with qkm

as low as �250%, indicating that average members’
variance SA is then 3.5 times smaller than the NCEP–
NCAR-analyzed variance SD. However, near the sur-
face, although the CRCM geopotential height large-
scale variance is intermittently strongly underesti-
mated, the average bias is positive.

It is worth mentioning that the variance-excess coef-
ficient and the reproducibility ratio are not related. Fig-
ure 4 provides an illustrative example of the very weak
spread among the members of the ensemble despite the
fact that the members deviate considerably from the
driving fields.

4. Analysis of reproducible and irreproducible
components of transient eddy variance

a. Definitions

The method employed in the previous section was
based on the analysis of the reproducibility of the spa-
tial variability at a specific time. Here, we examine the
ability of the members in an ensemble to provide valu-
able information on the temporal evolution of the simu-
lated variables at a given grid point. This is done by the
separation of the temporal variance in its reproducible
and irreproducible components.

The transient-eddy variances of individual realiza-
tions of the Xijkmn field are computed by

�ijkn
2 � �2	X�ijkmn
 � X�ijkmn

2, 	13


where

X�ijkmn � Xijkmn � Xijkn. 	14


Here, the overbar denotes the seasonal average, (i, j)
the horizontal grid index, k the level index, m the sam-
pling time, and n the member in the ensemble. The
ensemble average of the transient-eddy variance is de-
fined as

�ijk
2A � ��2	X�ijkmn
�, 	15


and it can be decomposed into its reproducible and
irreproducible components as

�ijk
2A � �ijk

2R � �ijk
2I , 	16


where

�ijk
2R � �2	�X��ijkm
 and 	17


�ijk
2I � ��2	X�*ijkmn
�. 	18


Here, �2R represents the transient-eddy variance of the
ensemble mean (the reproducible component on the
ensemble) and �2I is the ensemble-average transient-

FIG. 11. (a) Representative variance-excess coefficient (%) of
CRCM geopotential height relative to the NCEP–NCAR reanaly-
ses,  [defined in Eq. (11)], as a function of length scale and
height. (b) The time evolution of the variance-excess coefficient
[Eq. (12)] of the CRCM geopotential height at 500 hPa as a func-
tion of time for the following length scales: black, 4500 km; yellow,
2250 km; and red, 1500 km.
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eddy variance of the ensemble deviations (the irrepro-
ducible component).

Prior to computing the various transient-eddy vari-
ances, the CRCM-simulated fields are separated into
their horizontal large-scale and small-scale compo-
nents. The separation of scales is performed using the
DCT filter described in Denis et al. (2002a). A low-pass
(high pass) filter is used to preserve (remove) all scales
larger than 1200 km and to remove (preserve) all scales
smaller than 800 km; the resulting components of
the simulated fields are denoted as the large-scale and
the small-scale parts. The low-pass filter mimics the
effective resolution of the driving fields, as was shown
earlier, the effective resolution of the regridded
NCEP–NCAR reanalyses is approximately 1000 km
(e.g., Fig. 6).

The reproducibility ratio for transient eddies is de-
fined as

�ijk �
�ijk

2R

�ijk
2A . 	19


We examine the reproducibility ratios of large and
small scales separately in the next two subsections.
Without this separation of the scales, the internal vari-
ability at fine scales would be unnoticeable because of
the high reproducibility of the large scales that contain
the largest share of the variance. Note that in autono-
mous global models, beyond their predictability limit,
Eq. (19) vanishes.

b. Reproducibility ratio of large-scale transient
eddies

Figure 12 shows, in percentage, the reproducibility
ratio of large-scale transient eddies of vorticity at 925
and 500 hPa. It approaches 100% at the perimeter of
the domain, especially on the inflow, left side of the
domain. It is lower over the ocean and the southeastern
part of the continent especially over the Mississippi
delta. This pattern of reproducibility is essentially pre-
served at all heights, although the lowest values are
found near the ground (Fig. 12a). Other large-scale
CRCM variables exhibit similar geographical distribu-
tion of their large-scale transient eddies’ reproducibility
ratio.

One possible reason to explain the minimum of re-
producibility at the lowest level is the lower wind speed
occurring near the surface. The control the LBC exert
on the evolution of the RCM simulation by advection
of information from the nesting zone toward the inte-
rior of the domain appears to increase with larger wind
speed. Thus, the reproducibility of large scales at low
levels may be smaller due to increased residence time
of air parcels within the domain.

c. Reproducibility ratio of small-scale transient
eddies

Inspection of the geographical distribution of the re-
producibility ratio of the small-scale transient-eddy
CRCM components shows patterns similar to those of

FIG. 12. Reproducibility ratio (%) of the transient-eddy variance of the large-scale components of the relative vorticity at (a) 925
and (b) 500 hPa.
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the large scales, but with significantly smaller values.
Although strongly influenced by the large scales, the
small-scale components’ reproducibility ratio appears
to be more sensitive to variable, surface type, topogra-
phy, and role that the convective processes and hydro-
dynamic instabilities play in the local climate than the
reproducibility ratio of large scales.

Figure 13 shows the reproducibility ratio of transient-
eddy small-scale CRCM variables at 700 hPa; it is at this
level that the largest differences among the model vari-
ables occur. In the far northwestern part of the domain,
the reproducibility ratio of the geopotential height (Fig.
13a) is very high, ranging from 90% to 100%, and de-
creases quickly toward the south, dropping to 20%–
40% over a large part of the continent from the Gulf of

Mexico to the Great Lakes. The area of this minimum
extends over the large part of the ocean. The long and
narrow areas of very low reproducibility over the ocean
are interpreted as trajectories of specific weather events
giving rise to large ensemble spread. Such episodes are
documented in Alexandru et al. (2007).

The geographical distribution of the reproducibility
ratio of the transient-eddy variance of the small-scale
vorticity (Fig. 13b) is quite different from that of the
small-scale geopotential height. It is more tightly linked
to the reproducibility ratio of the large-scale compo-
nents (Fig. 12). This might be explained by the fact that
the small-scale components of the vorticity are fre-
quently embedded in synoptic low-pressure systems,
where they appear as filaments associated with meso-

FIG. 13. Reproducibility ratio (%) of the transient-eddy variance of the small-scale components of the (a) geopotential height, (b)
vorticity, (c) divergence, all at 700 hPa, and (d) 6-hourly precipitation.
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scale phenomena as fronts and thunderstorm lines. A
slight temporal decorrelation between large-scale fea-
tures simulated by two members of the ensemble will
cause a strong temporal decorrelation of embedded
small-scale features (de Elía et al. 2002), thus providing
a strong dependence of the small-scale reproducibility
ratio on that of larger scales.

The reproducibility ratio of the small-scale diver-
gence is shown in Fig. 13c. The lowest values can be
seen over the ocean but also over the continent, south
of the Grate Lakes. The reproducibility ratio of the
small-scale precipitation (Fig. 13d) is very similar to
that of the low-level small-scale divergence.

It is worth mentioning that, unlike in the case for the
large-scale components, the reproducibility ratio of the
small-scale transient-eddy components is somewhat
higher near the surface than aloft (not shown). This is in
accordance with the vertical distribution of the repro-
ducibility ratio of finescale CRCM spatial variances
(Fig. 10).

5. Analysis of reproducible and irreproducible
components of seasonal averages

We now turn our attention to seasonally averaged
fields, which may also be called stationary-eddy com-
ponents. These are again decomposed into their repro-
ducible (ensemble mean) and irreproducible compo-
nents, as well as being scale decomposed with the DCT.
The ensemble-average stationary-eddy variance SA and
its reproducible (SR) and irreproducible (SI) compo-
nents, are computed using Eqs. (5)–(7), for the season-
ally averaged quantities rather than the instantaneous
variables as was done in section 3.

Figure 14 shows the power spectra of these quantities
for seasonal-average CRCM-simulated geopotential
height, relative vorticity, divergence at 925 hPa, and
precipitation, as well as the power spectra of the cor-
responding NCEP–NCAR reanalyses, SD. For all sea-
sonally averaged fields, the reproducible component
(dashed line) dominates over the irreproducible com-
ponent (dotted line) in the entire spectrum. However,
the irreproducible component is less than an order of
magnitude smaller than the reproducible at scales
smaller than 200 km. For example, at these scales the
reproducibility ratio of the seasonal precipitation (not
shown) drops near 70%. It is also worth noting that, at
finer length scales, the reproducibility ratio is found to
be somewhat higher near the surface (not shown), re-
vealing the weak constraint that the surface forcing im-
poses on the internal variability of the seasonal aver-
ages.

In the cases of vorticity (Fig. 14b) and divergence

(Fig. 14c), the ensemble average of the members’
power spectra SA (full line) is much larger than the
power spectrum of the NCEP–NCAR fields (red line)
at scales smaller than 1000 km, that is, beyond the ef-
fective resolution of the driving fields. This shows the
ability of the CRCM to generate finescale details in
seasonal climate statistics.

6. Concluding remarks

The purpose of this work was to identify the compo-
nents of the fields simulated by nested LAMs that are
controlled by the LBCs in a deterministic sense (re-
ferred to as reproducible components) and those that
are, in this sense, free and thus nonreproducible. A
20-member ensemble of integrations of the CRCM,
driven by NCEP–NCAR reanalyses, was conducted for
a summer season over a midlatitude domain. Model-
simulated variables and their seasonal averages were
decomposed into a reproducible signal, defined as the
ensemble mean, and an irreproducible component re-
sulting from internal variability about the ensemble
mean. The partition of the model solution between
these two components as a function of length scale,
geographical position within the domain, height, and
weather episodes during the season was examined.

The results support an optimistic point of view re-
garding the capability of nested RCMs to provide fine-
scale details. The spatial variance of the simulated vari-
ables at scales finer than those resolved by the driving
fields is significant, especially for the noisy variables
associated with such finescale features as fronts and
convection lines. This also holds for finescale seasonal
averages.

However, the results show that due to model internal
variability a considerable part of the downscaled infor-
mation is not a unique response of the model to the
given set of lateral and surface boundary conditions.
The internal variability was shown to be the most pro-
nounced at the smallest scales, while the large-scale
flow is more strongly controlled by the LBCs. But even
the large-scale components were intermittently affected
with significant spread among members in the en-
semble.

The reproducibility ratios of the large- and small-
scale components of the CRCM variables exhibit rela-
tively well correlated spatial and temporal patterns.
The exception is the low reproducibility of the finescale
components of the mass field over the continent that
might be associated with convection.

The results revealed that the reproducibility ratio of
the large-scale transient eddies has its minimum at low
levels, while the reproducibility of the small-scale com-
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ponents is somewhat higher for surface variables. Thus,
the effect of surface forcing on the internal RCM vari-
ability might be twofold. Weaker flow speed and in-
creased residence time at low levels might contribute to
the reduction in the effective control of the LBCs at low
levels; that is, the large-scale information provided at
lateral boundaries is more likely to be forgotten at low
levels. On the other hand, at finer scales topographic
forcing and locally strong surface heterogeneities are
likely to constrain the internal variability of the surface
LAM small-scale variables.

The reproducible and irreproducible components of
the seasonal averages’ power spectra are of comparable

magnitude at scales of a few hundreds of kilometers.
These findings imply that for shorter RCM integrations
the ensemble technique might be necessary, even if
only lower moments of the climate statistics are of in-
terest.

This study also revealed the fact that the amplitudes
of the large-scale CRCM time-dependent variables are,
on average, slightly overestimated near the surface and
considerably underestimated in the upper troposphere,
when compared to the variance of NCEP–NCAR driv-
ing fields. Castro et al. (2005) also reported a negative
bias in the column-integrated kinetic energy large-scale
spatial variance in their RCM simulations. This may

FIG. 14. Power spectra of seasonal-average CRCM (a) geopotential height, (b) vorticity, (c) divergence, all at 925
hPa, and (d) precipitation. Solid line represents the ensemble average of the members’ power spectra, dashed line
shows its reproducible part, and dotted line is its irreproducible part. The red line is the spectral variance of the
regridded NCEP–NCAR reanalyses (not available for precipitation).

DECEMBER 2008 S E P A R O V I C E T A L . 4959

Fig 14 live 4/C



reflect an incapability of the model dynamics to support
the correct amplitudes of the large-scale features at cer-
tain wavelengths (1500 km here). On the other hand,
the lack of large-scale variance may represent an inher-
ent problem in the “one-way nesting” concept of re-
gional climate modeling. Large-scale nudging (e.g.,
Waldron et al. 1996; von Storch et al. 2000; Biner et al.
2000; Miguez-Macho et al. 2004; Castro et al. 2005)
would prevent such differences. This issue calls for fur-
ther investigation.
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APPENDIX

Reproducible and Irreproducible Components of
Power Spectra

Let us assume that Xjn is the nth member of an en-
semble of N realizations of a one-dimensional variable
X defined in equidistant points j � 0, . . . , J � 1. The
discrete Fourier transform of Xjn is given by

�qn	X
 � �
j�0

J�1

Xjne�i
2	qj

J , 	A1


where i2 � �1, and q ∈ {0, 1, 2, . . . , J � 1} represents
the nondimensional wavenumber. The power spectrum
of a variable Xjn is given by

Sqn	X
 � �qn	X
�̃qn	X
, 	A2


where the tilde (�) denotes the complex conjugate.
On the other hand, the field Xjn can be decomposed as

Xjn � Xj
R � Xjn

I , 	A3


where

Xj
R � �X�j �

1
N �

n�1

N

Xjn 	A4


is the reproducible part of the field X, that is, its en-
semble average, and

Xjn
I � Xjn � �X�j 	A5


is its irreproducible part, that is, the deviations from the
ensemble mean. As the spectrum of X is linear in X, it
can be decomposed as

�qn	X 
 � �q	XR
 � �qn	XI
. 	A6


Upon substituting (A6) in (A2), the power spectrum
can be expressed as

Sqn	X 
 � Sq	XR
 � Sqn	XI 
 � �̃q	XR
�qn	XI


� �q	XR
�̃qn	XI 
. 	A7


Applying the ensemble-average operator (A4) to Eq.
(A7), the last two terms on the right-hand side vanish,
and we obtain

�Sqn	X 
� � Sq	XR
 � �Sqn	XI 
�, 	A8


which shows that the ensemble average of the indi-
vidual members’ power spectra can be decomposed
into (i) the power spectrum of the reproducible part
and (ii) the ensemble-average power spectrum of the
irreproducible part of the field X.
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