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ABSTRACT

Previous studies with nested regional climate models (RCMs) have shown that large-scale spectral nudging (SN) seems to be a powerful method to correct RCMs' weaknesses such as internal variability, intermittent divergence in phase space (IDPS), and simulated climate dependence on domain size and geometry. Despite its initial success, SN is not yet in widespread use because of disagreement regarding the main premises—the unconfirmed advantages of removing freedom from RCMs' large scales—and lingering doubts regarding its potentially negative side effects. This research addresses the latter issue. Five experiments have been carried out with the Canadian RCM (CRCM) over North America. Each experiment, performed under a given SN configuration, consists of four ensembles of simulations integrated on four different domain sizes for a summer season. In each experiment, the effects of SN on internal variability, time means, extremes, and power spectra are discussed. As anticipated from previous investigations, the present study confirms that internal variability, as well as simulated-climate dependence on domain size, decreases with increased SN strength. Our results further indicate a noticeable reduction of precipitation extremes as well as low-level vorticity amplitude in almost all length scales, as a side effect of SN; these effects are mostly perceived when SN is the most intense. Overall results indicate that the use of a weak to mild SN may constitute a reasonable compromise between the risk of decoupling of the RCM internal solution from the lateral boundary conditions (when using large domains without SN) and an excessive control of the large scales (with strong SN).

1. Introduction

Regional climate models (RCMs) are one-way nested limited-area models that are used to downscale low-resolution atmospheric information, usually reanalyses or (general circulation model) GCM-simulated data (e.g., Giorgi 1990; Christensen et al. 2007). Although the application of lateral boundary conditions (LBC) constrains RCMs' simulations, the dynamical formulation and physical parameterizations of RCMs are as non-linear as those of any GCM, and thus, nested models may exhibit a certain level of freedom and chaotic behavior in their simulations. This freedom is ultimately responsible for the additional information generated by
RCMs, but it also promotes the manifestation of internal variability (IV). This IV is here defined as the capacity of a given RCM, driven by the same set of LBC, to produce different solutions (e.g., Ji and Vernekar 1997; Vernekar and Ji 1999; Rinke and Dethloff 2000; Weisse et al. 2000; Weisse and Feser 2003; von Storch 2005; Alexandru et al. 2007). In practice, IV is found to vary as a function of season, domain size, and geographical location (e.g., Seth and Giorgi 1998; Giorgi and Bi 2000; Christensen et al. 2001; Caya and Biner 2004; Rinke et al. 2004; Lucas-Picher et al. 2004; Castro et al. 2005; Alexandru et al. 2007). Recent findings on IV have also shown a noteworthy impact on seasonal average statistics (Alexandru et al. 2007).

While many properties of IV are now fairly well understood, there is some disagreement in the modeling community as to how IV should be considered: as an undesirable feature of nested models simulations, which should be eliminated or reduced as much as possible (since it creates an artificial variability whose main role is to convolute experiment design and data analysis), or whether nested model freedom is necessary to obtain the best performance. There is also the possibility that both too little and too much IV is to be avoided.

The basic hypothesis behind the nesting strategy is that an RCM will produce realistic finescale details, which represent RCM’s potential added value, over a region by being fed by large-scale low-resolution data at its lateral boundaries. Another hypothesis, although more controversial, is that RCM-simulated large-scale circulation should remain similar to its driving counterpart at all times. Studies performed with RCMs using the classic lateral boundary driving strategy (Davies 1976) have shown that the latter assumption is not always fulfilled; the sole control of the boundaries is not sufficient to prevent some decorrelation of the RCM-simulated fields with the driving ones for length scales larger than 1500 km (e.g., Riette and Caya 2002). In this way, RCMs may intermittently generate their own large-scale circulation that diverges significantly from that prescribed at the boundaries (e.g., Rinke and Dethloff 2000; Weisse and Feser 2003; Miguez-Macho et al. 2004).

One way to mitigate this intermittent divergence in phase space (e.g., Weisse and Feser 2003) is to force the large scales not only at the lateral boundaries but also within the domain. The technique of large-scale spectral nudging (SN; e.g., Waldron et al. 1996; von Storch et al. 2000) adds nudging terms to the model equations. The nudging terms are designed to have maximum efficiency for large scales without affecting the small scales, thus ensuring that the RCM large-scale solution remains close to the large-scale forcing. The SN should not, in principle, impede the ability of the RCM to develop regional and small-scale features superimposed on the large-scale driving conditions (e.g., von Storch et al. 2000; Biner et al. 2000). In addition, the SN is usually confined to the upper levels of an RCM, and hence the simulation in the lower troposphere remains fairly free.

The SN technique has been implemented in a number of RCMs (e.g., Kida et al. 1991; Sasaki et al. 1995; McGregor et al. 1998; von Storch et al. 2000; Biner et al. 2000; Riette and Caya 2002) and many studies have been performed to assess strengths of the technique. The study of Miguez-Macho et al. (2004) showed that significant errors in the monthly precipitation pattern (June 2000) for a domain over North America was largely due to a systematic distortion of the large-scale flow interacting with the lateral boundaries. As a solution for the boundary problem, they found that SN could eliminate the bias in the circulation and produce a much improved precipitation pattern. In a previous study, Miguez-Macho et al. (2004) had shown that SN also reduced the sensitivity of regional precipitation patterns to the choice of model domain and grid geometry, while maintaining the RCM-simulated small-scale structures. Meinke et al. (2006) showed a better agreement of simulated cloudiness with satellite-derived observations with SN. The study of Weisse and Feser (2003) demonstrated that intermittent divergence in phase space is strongly reduced by the use of SN.

The present study examines the impact of various SN configurations on CRCM simulations. The objective is to determine whether there are any secondary effects from the application of SN such as a possible reduction of the model’s ability to develop small-scale features. A broad series of CRCM experiments is carried out over North America with different SN configurations; each experiment consists of ensembles of 15 runs for 4 different domain sizes. To evaluate the effects of an extreme nudging, one experiment was carried out nudging the CRCM with the maximum strength of the SN—equivalent to a replacement of the largest waves—at all levels.

The paper is organized as follows. Section 2 briefly describes the simulation setup and evaluation methods used for the experiments. Section 3 examines the impact of SN on the IV (section 3a), on the ensemble mean (section 3b), on precipitation extremes (section 3c), and on power spectra (section 3d). Concluding remarks are presented in section 4.

2. The CRCM and experimental design

a. Model description

The model used in the present study is version 3.6.1 of the Canadian RCM (CRCM; Caya and Laprise 1999).
The CRCM is a limited-area model based on the fully compressible Euler equations solved by a semi-implicit and semi-Lagrangian marching scheme (Bergeron et al. 1994; Laprise et al. 1997). The model uses the physical parameterization package of the second-generation CGCM (GCMM; McFarlane et al. 1992) except for the Bechtold–Kain–Fritsch deep and shallow convective parameterization (Kain and Fritsch 1990; Bechtold et al. 2001). The computational points are fixed on a three-dimensional staggered grid projected onto polarstereographic coordinates in the horizontal and Gal-Chen terrain-following levels in the vertical (Gal-Chen and Somerville 1975).

To define the initial conditions (ICs), the CRCM requires information about the following atmospheric fields: horizontal winds, vertical motion, temperature, surface pressure, and specific humidity. These atmospheric fields are also required at each time step to define the LBC. Nudging is also applied on the horizontal wind components over a 10 gridpoint sponge zone near the lateral boundary where the CRCM-simulated winds are relaxed toward the values of the driving data (Davies 1976). The necessary atmospheric IC and LBC are provided by linear interpolation of the National Centers for Environmental Prediction–National Center for Atmospheric Research (NCEP–NCAR) reanalysis data available each 6 h (Kalnay et al. 1996). In addition, the CRCM requires IC for the following land surface variables: ground temperature, liquid and frozen soil water fraction, and snow amount and snow age. Ocean-surface variables are prescribed from Atmospheric Model Intercomparison Project (AMIP) data (Fiorino 1997).

### b. Large-scale spectral nudging

In the CRCM, there is an option for SN, in addition to the standard Davies LBC treatment. The current CRCM SN technique, documented by Riette and Caya (2002), closely follows the approach of von Storch et al. (2000), but it uses a scale decomposition based on the discrete cosine transform (DCT) implemented by Denis et al. (2002). There are three adjustable parameters to CRCM SN: the length scale beyond which SN is applied, the maximum strength of the SN ($\alpha_{\max}$), and the lowest model level ($L_0$) below which no SN is applied. The SN strength $\alpha$ (defined as the fraction of CRCM field that is replaced by the reanalyses at each time step) is taken to vary linearly from 0 (corresponding to $L_0$) to $\alpha_{\max}$ (at the uppermost model level). The SN can be applied to any model variable; in this study, it is applied to the horizontal wind components only. Some early experiments have shown that the use of additional variables such as the mass field does not make a substantial difference (see Riette and Caya 2002), and this configuration has been applied routinely in later versions of this model (see de Elía et al. 2008). Figure 1 shows the various profiles of SN used in this paper.

#### c. Simulation setup

Figure 2 identifies the various domains and topography used for the 45-km grid mesh CRCM simulations for this study. Four model domains with sizes of $140 \times 140$, $120 \times 120$, $100 \times 100$, and $80 \times 80$ grid points cover eastern North America and part of the Atlantic Ocean for the summer of 1993. The position of the domain aims mostly at having a relatively flat topography in order to simplify the interpretation of the study.

The choice of season is due to our interest to confront large internal variability episodes. In addition, this combination of domain and season has previously been studied several times (Alexandru et al. 2007; Lucas-Picher et al. 2008). Given the important role of the convection in the southern United States in triggering IV (Alexandru et al. 2007), the four domains are defined keeping the southwest corner fixed. The CRCM uses a 15-min time step and 18 Gal-Chen levels in the vertical, with a model lid at 30 km.

Five experiments are carried out to test the sensitivity of CRCM simulations to the variation of the SN parameters. Of the three parameters controlling the SN, only two will be studied here. The one left out, the length scale beyond which SN is applied, will be kept fixed at 1400 km (scales larger than 1400 km are nuded, this value being chosen because information content in the reanalyses drops for shorter wavelengths, as shown by Separovic et al. 2008). The reasons for not study the sensitivity of this parameter are that first, preliminary studies varying it did not show very high sensitivity, and second, the computational cost. There are 280 three-month simulations involved in this research.

The experiments, performed for different configurations of SN, consist of ensembles of several members (generally 15) generated for 4 different domain sizes. One experiment is performed without SN ($\alpha_{\max} = 0$); three experiments are made with the same $\alpha_{\max} = 0.05$ but different $L_0$ (500, 700, and 850 hPa); a fifth experiment is performed with a uniform value of $\alpha_{\max} = 1$ at all model levels. In this full SN case, the large scales of the CRCM are entirely replaced by those of the reanalyses, at all levels from the surface to the model lid (see Fig. 1); due to the particularly weak IV, only 10-member ensembles are integrated in the full SN experiment. The five experiments are summarized in Table 1.

All integrations from each ensemble were initialized 1 day apart, starting the 0000 UTC 5 May 1993 up to the 0000 UTC 20 May 1993; all simulations end on 0000 UTC 1 September 1993, so that all ensemble members
for different domain sizes overlap for the full three months of June–July–August 1993, with a spinup period varying from 11 to 25 days. The integrations share exactly the same LBC for atmospheric fields and the same prescribed SST and sea ice coverage for the ocean surface.

d. Evaluation methods

The IV of the model will be estimated by measuring the spread among the ensemble members during the integration period, using the standard deviation \( \sqrt{\sigma^2_{en}} \) between the 15 members, where \( \sigma^2_{en} \) is the variance defined as

\[
\sigma^2_{en}(i,j,k,t) = \frac{1}{M-1} \sum_{m=1}^{M} [X_m(i,j,k,t) - \langle X(i,j,k,t) \rangle]^2.
\]

The term \( X_m(i,j,k,t) \) refers to the value of a variable \( X \) at grid point \((i,j)\) on level \(k\) at time \(t\) for member \(m\) in the ensemble and \(M\) is the total number of ensemble members (15 or 10, depending on the experiment). The term \( \langle X(i,j,k,t) \rangle \) is the ensemble mean defined as

\[
\langle X(i,j,k,t) \rangle = \frac{1}{M} \sum_{m=1}^{M} X_m(i,j,k,t).
\]

In our evaluations regarding the ensemble mean, we also use the following:

- the 3-month time average of the ensemble mean (seasonal mean of the ensemble mean) defined as

\[
\langle X \rangle(i,j,k) = \frac{1}{N} \sum_{t=1}^{N} \langle X(i,j,k,t) \rangle,
\]

where \(N\) refers to the number of archived 6-hourly time steps in the period of interest (\(N = 369\) time steps for three summer months), and

- the domain average of the ensemble mean, defined as

\[
\langle X \rangle_{xy}^{\text{av}}(k,t) = \frac{1}{I \times J} \sum_{j=1}^{J} \sum_{i=1}^{I} \langle X(i,j,k,t) \rangle,
\]

where \(I\) and \(J\) are the number of grid points along the \(x\) and \(y\) directions over the domain of interest.

A measure of the domain-averaged IV during the course of the model integration is provided by the square root of the spatially averaged variance \( \sqrt{\sigma^2_{en}} \), where \( \sigma^2_{en} \) is computed as

\[
\sigma^2_{en}(k,t) = \frac{1}{I \times J} \sum_{j=1}^{J} \sum_{i=1}^{I} \sigma^2_{en}(i,j,k,t).
\]

The 3-month time average of IV and its spatial distribution in the domain is provided by the square root of the time-averaged variance \( \sqrt{\sigma^2_{en}} \), where \( \sigma^2_{en} \) is defined as

\[
\sigma^2_{en}(i,j,k) = \frac{1}{N} \sum_{t=1}^{N} \sigma^2_{en}(i,j,k,t).
\]
We also use in our evaluations spatially averaged time-averaged IV defined as the square root of the domain-averaged time-averaged variance \( \sqrt{\sigma_{en}^{2y}} \), where \( \sigma_{en}^{2y} \) is provided by

\[
\sigma_{en}^{2y}(k) = \frac{1}{I \times J} \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{N} \sigma_{en}^{2}(i,j,k,t). \tag{7}
\]

The influence of internal variability at the seasonal scale is appreciated by the variation of the seasonal-mean field. The spread between seasonal averages of the ensemble members is estimated as the square root of the variance between individual member seasonal averages \( \sqrt{\sigma_{s}^{2}} \), where \( \sigma_{s}^{2} \) is computed as

\[
\sigma_{s}^{2}(i,j,k) = \frac{1}{M} \sum_{m=1}^{M} \left[ \bar{X}_{m'}(i,j,k) - \langle X \rangle'_{i,j,k} \right]^2, \tag{8}
\]

where \( \bar{X}_{m'}(i,j,k) \) is the seasonal average of member \( m \), and \( \langle X \rangle'_{i,j,k} \) is the seasonal average of the ensemble mean. The \( \sigma_{s}^{2} \) will be referred as internal variability of the seasonal mean (IVs).

A measure of the domain-averaged IVs is provided by

\[
\sqrt{\sigma_{en}^{2y}(k)} = \frac{1}{I \times J} \sum_{i=1}^{I} \sum_{j=1}^{J} \sigma_{en}^{2}(i,j,k). \tag{9}
\]

The relative importance of internal variability on the seasonal mean is provided by the coefficient of variation \( I \) computed as

<table>
<thead>
<tr>
<th>Test exp</th>
<th>( P_0 ) (hPa)</th>
<th>( a_{\text{max}} ) (%)</th>
<th>No. of ensembles</th>
<th>Domain size</th>
</tr>
</thead>
<tbody>
<tr>
<td>500-hPa SN</td>
<td>500</td>
<td>0.05</td>
<td>4</td>
<td>140 × 140</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>120 × 120</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100 × 100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80 × 80</td>
</tr>
<tr>
<td>700-hPa SN</td>
<td>700</td>
<td>0.05</td>
<td>4</td>
<td>140 × 140</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>120 × 120</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100 × 100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80 × 80</td>
</tr>
<tr>
<td>850-hPa SN</td>
<td>850</td>
<td>0.05</td>
<td>4</td>
<td>140 × 140</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>120 × 120</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100 × 100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80 × 80</td>
</tr>
<tr>
<td>Full SN</td>
<td>1000</td>
<td>1</td>
<td>4</td>
<td>140 × 140</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>120 × 120</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>100 × 100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>80 × 80</td>
</tr>
</tbody>
</table>
\[ I(i,j,k) = \frac{\sqrt{\sigma^2_{en}(i,j,k)}}{\langle X \rangle(i,j,k)}. \] (10)

This measure will be particularly useful for the precipitation field.

These statistics will be evaluated excluding the spinup period and removing the 10-point relaxation zone. The study will focus on precipitation and 850-hPa geopotential height.

To reveal the behavior of the simulations for different length scales, we have applied a spectral analysis to the simulated datasets. The separation of scales is performed utilizing the two-dimensional DCT, introduced in the analysis of meteorological fields by Denis et al. (2002). The particularities of this tool can be found in the aforementioned paper, and for an application similar to that of this research see Separovic et al. (2008).

The effect of the spectral nudging is going to be measured with respect to a control run—the unnudged simulation—and, in some cases, also with respect to observations. This version of the CRCM has relatively good ability to reproduce the present climate but tends to overestimate precipitation almost everywhere, and particularly during convective events (Paquin et al. 2002). Under this condition, we believe that closeness to observed precipitation could be a highly misleading score, and hence will not be used in this study.

3. Analysis of the results

In this section we will examine the impact of SN on the IV (section 3a), on the ensemble mean (section 3b), on precipitation extremes (section 3c), and on power spectra (section 3d).

a. The influence of SN on IV

We begin by showing specific cases illustrating the effect of SN on the IV. Figure 3 presents four particular instances (four rows) of the 850-hPa geopotential height field as simulated by CRCM on the 120 × 120 domain with different SN configurations (first four columns). The last column on the right shows the NCEP–NCAR reanalysis. Only five members of the ensemble are shown for clarity. The case of full nudging is not shown due to the similarities of the simulations with NCEP–NCAR.

In the first case (top row), corresponding to 0000 UTC 25 July 1993, the CRCM without SN exhibits different solutions in the middle of the domain as a manifestation of the IV of the model. This particular case was discussed in detail by Alexandru et al. (2007). The progressive increase of SN reduces differences between simulations and, consequently, the IV, and strengthens, as expected, the similarities with the driving fields. This result corresponds with the intuition developed in the recent years following the work of Weisse and Feser (2003). Model response to SN, however, is not always this straightforward. The middle panels of Fig. 3 show that IV sometimes increases with SN; this is particularly clear for the 500- and 700-hPa SN. The fourth case (lowest row), corresponding to 0000 UTC 28 June 1993, shows significant changes in the simulated patterns for larger vertical extents of SN: the low pressure system near North Carolina and Virginia disappears when the SN is significantly increased. This case also exhibits, counter intuitively, a notable increase in IV when passing from 500- to 700-hPa SN.

Figure 4 depicts the time series of domain-averaged IV \( \left( \sqrt{\sigma^2_{en}} \right) \) [as defined in (5)] for precipitation (left column) and 850-hPa geopotential (right column), for five configurations of SN (on separate rows) and four domain sizes (lines of different colors). Without SN (Figs. 4a,b), the results with the largest domain (140 × 140) have little in common with those obtained with smaller domains, showing much larger peaks of IV that are temporally decorrelated from those of smaller domains. Even the weaker 500-hPa SN (Figs. 4c,d) is effective in reducing the differences between the time series and improving their temporal correlation, with the most significant impact for the largest 140 × 140 domain. The 500- and 700-hPa SN had the effect of increasing the IV for the 120 × 120 domain near step 100 (marked by the red arrow), although, as noted earlier, there is a decrease of IV on average with increasing SN strength. Further increase of SN reduces IV and produces a convergence of the time evolution of IV between the ensembles on different domain sizes. It is noteworthy that some IV remains even with application of full SN; this could be related to the fact that the active convection in the South of the continental United States is partially independent of the large scale.

Figure 5 illustrates the 3-month time-averaged IV \( \left( \frac{1}{\langle X \rangle} \right) \) for precipitation (Fig. 5a) and the 850-hPa geopotential height (Fig. 5b) for different SN. The ensemble without SN shows a clear dependence of IV on domain size, as noted before by Alexandru et al. (2007). In general, the larger domain sizes exhibit a larger IV; this is particularly obvious for the 850-hPa geopotential height (Fig. 5b). There are, however, local exceptions to this general rule; for example, the intense IV maximum of precipitation near the southeast corner of the 100 × 100 domain is absent or weaker in ensembles with larger domain sizes; a comparison to observation data shows that the model overestimates the precipitation in that particular area...
on the $100 \times 100$ domain, creating a wider precipitation area with higher intensity of IV. Study shows that increased SN reduces this sensitivity of IV to domain size and almost suppresses it by a full SN. Furthermore, for a given domain size, the time-averaged IV is reduced by increasing the SN, and this is particularly true for the larger domain sizes; an exception to this general IV decreasing tendency with SN, can be noticed near the southeast corner of the $100 \times 100$ domain (mentioned above), where the IV has a more intense maximum for the 500-hPa SN than without SN. It is worth noting that even the case of full SN shows a nonnegligible IV in the southeast United States. (As can be seen in Fig. 10a, this area coincides with a region of large amounts of precipitation, mostly of convective origin.)

$b. \textit{The influence of SN on the ensemble mean}$

The influence of the SN on the internal variability of the seasonal mean [IVS; defined as $\sqrt{\sigma^2}$ in (8)] is shown in Fig. 6 for the precipitation (Fig. 6a) and the 850-hPa

---

FIG. 3. (a), (b), (c), (d) Four cases of five CRCM runs (different colors) with a delay of 24 h in their IC performed in different model configurations (first four columns) for the 850-hPa geopotential height (dam); the last column shows NCEP–NCAR corresponding to the four cases.
FIG. 4. Four time series of domain-averaged IV corresponding to the four domains [140 × 140 (blue), 120 × 120 (red), 100 × 100 (green), and 80 × 80 (dark blue)] for (left) precipitation and (right) the 850-hPa geopotential height in different model configurations.
geopotential height (Fig. 6b). In general, as for IV, the IVS tends to decrease with increasing SN, more significantly for the geopotential height on the largest domain, where IVS values are considerably lower even with the weak 500-hPa SN (Fig. 6b). As expected, the IVS reaches its smallest values, for both variables, in the full SN case with a negligible sensitivity to domain size. For the precipitation with 500-hPa SN (Fig. 6a), it is
worth noting an increased IVS in the southeast corner of the 100 × 100 domain (as discussed in the above paragraph for the IV); the coefficient of variation (I) [as defined in (10)] is around 42%, significantly larger than in the case without SN (22%).

Figure 7 summarizes the previous results by showing, for both variables, the variation of the domain-averaged time-averaged IV ($\sqrt{\sigma_{\text{iv}}^2}$) [as defined in (7)] (Fig. 7, left panels) and of the domain-averaged IVS ($\sqrt{\sigma_{\text{ivs}}^2}$) [as defined in (9)] (Fig. 7, right panels) with the domain size.
Fig. 6. (a) IV of precipitation seasonal mean on four different domain sizes (four columns) for five different model configurations (five rows). (b) Internal variability of 850-hPa geopotential height seasonal mean on four different domain sizes (four columns) for five different model configurations (five rows).
for different SN configurations. Our results confirm those found by Weisse and Feser (2003) regarding the ability of SN to reduce the IV on average. As was discussed by de Elia et al. (2008) and Lucas-Picher et al. (2008), it is interesting to note that internal variability of the instantaneous departures (IV) and those of seasonal departures (IVS) display similar behavior safe, approximately, a multiplicative constant. Figure 7 also shows that IV can be reduced on average, either by increasing SN strength or by reducing domain size. It is also interesting to note the reduction of domain size dependence as the vertical extent of the SN increases. It
is also clear that without SN, an increase of domain size from $120 \times 120$ to $140 \times 140$ introduces a major increase in IV. This major jump in IV dependence on domain size was obtained, it is worth recalling, with a single summer season. Although additional research is needed to confirm this nonlinear tendency, this result may suggests that domains this large may need more control than the one usually provided at the boundary, and that SN seems to offer a solution.

After analyzing the spread between members in the ensembles (which we termed IV) and the spread between seasonal means of the members in the ensembles (which we termed IVS), we now concentrate on a particular case (0012 UTC 9 August 1993) and study the effect of SN strength on the ensemble mean of different domain sizes. Figure 8 depicts, for the three larger domain sizes, the ensemble means in two model configurations—no SN and 850-hPa SN—for precipitation (top panels) and 850-hPa geopotential height (bottom panels). It can be seen that the impact of SN on ensemble means is quite pronounced for the $140 \times 140$ domain and more reduced for the smaller $100 \times 100$ domain.

The fact that the ensemble averages for different model configurations show differences in the phase of the weather system implies that these errors are not solely a consequence of IV. Thus, the random error originated by the IV is removed by ensemble averaging, and hence only the systematic bias should remain. One of the main hypotheses of regional climate modeling is that errors in the phase of particular weather systems are not an important issue, but this is only true if this bias is not reflected in the time average.

The present study also reveals an effect of SN on bimodalities that are sometimes noted in ensembles. For the largest domains, where the impact of SN is the largest, a difference has been noted between the results without SN (Alexandru et al. 2007) and those with SN concerning bimodal behavior of the ensemble. For the case without SN, the 15 members appear to separate into a group of 5 members producing a low pressure system over the ocean, close to the Canadian Atlantic region, and another group of 10 members showing a high pressure system over the same area and an intense precipitation trough close to the U.S. East Coast (Fig. 9a; see Alexandru et al. 2007). We now see that when the degree of SN applied to the model is progressively increased (Fig. 9b), the effect is to foster the development of the solution that is closest to the observed data; in this particular case, this solution happens to correspond to the group with the smallest number of members, as shown in Fig. 9c.
Figure 10 illustrates seasonal averages of the ensemble means corresponding to the four domain sizes (four columns) for different SN configurations (five rows) for the precipitation (Fig. 10a) and 850-hPa geopotential height (Fig. 10b). The use of 3-month time average and 15-member ensemble mean makes this average statistically quite robust and, accordingly, most salient differences are significant. Most fields show little differences in mean for the various domains and SN. A close inspection, however, reveals occasional differences for those simulations performed with no or weak SN: for example, the seasonal average precipitation increases over eastern Tennessee as the domain size is reduced, as noted by Alexandru et al. (2007) for the simulations without SN. Some details are particularly robust against variations of domain sizes, such as the minimum precipitation over Ohio. In the case of full SN, however, the precipitation minimum in Ohio is particularly low, and precipitation is also reduced over Georgia and the Atlantic Ocean. There are also some areas such as Mississippi where precipitation is increased with full SN; this is rather counterintuitive, as one may have expected that removing degrees of freedom by SN may imply suppression of small-scale development, especially so close to the inflow region of the regional domain. It is also interesting to note the disappearance of the storm
track over the ocean for the smallest domain, and its declining in the full SN configuration.

Figure 10b shows, for all four domains, the seasonal averages of the ensemble means from all SN configurations against the NCEP–NCAR reanalysis for the 850-hPa geopotential height. For the largest domain (140 × 140), there are significant similarities between 500-, 700-, and 850-hPa SN seasonal ensemble means and some deviations with either full SN or no SN; striking deviations are noticed with NCEP–NCAR on the largest domain. With a domain size of 120 × 120, the deviations are reduced, and with yet smaller domain sizes, the differences become negligible. It is worth noting the effect of domain size reduction in approaching
the regional model simulation to its driving data on the smaller domains, as well as, the small impact that SN might have for small domains.

Previous experiences with this CRCM version have shown a good ability to reproduce the geopotential fields, surface temperature, and other variables, but a tendency to overestimate precipitation of the convective type over land. This effect is particularly dominant during summer almost everywhere (see Paquin et al. 2002; Laprise et al. 2003; Plummer et al. 2006; de Elia et al. 2008). For this reason, comparison against observed mean precipitation is not discussed.

c. The influence of SN on precipitation extremes

Figure 11 shows the largest amounts of 6-hourly cumulative precipitation over the domain during the model integration (henceforth called domain precipitation extremes) simulated by each of the ensemble members (lines of different colors) in different SN configurations (four panels). We note that, for the runs without SN on the 140 × 140 domain, the largest extremes occur from 10 to 15 July, associated with the intense precipitation trough given by the group of 10 simulations in the bimodal behavior of the ensemble, as discussed in section 3b. The magnitude of this maximum is progressively attenuated as the degree of SN is progressively increased (the top four panels of Fig. 11). Similar behavior is noted for the 120 × 120 domain; precipitation extremes decrease in number and intensity as the degree of SN is progressively increased (bottom row of Fig. 11).

d. The influence of SN on power spectra

In this section a spectral analysis of the simulations discussed in the previous sections is carried out. A spectrum is computed over the 80 × 80 gridpoint common area of all the domains involved (minus the relaxation zone), for the particular field of 850-hPa relative vorticity, at each archived 6-h interval. To summarize the information we will limit ourselves to time averages and ensemble averages for certain SN configurations.

Figure 12a shows the time and ensemble average of the spectral power for relative vorticity at 850 hPa for the simulation performed without SN on the 120 × 120 domain. This double averaging implies that 369 consecutives spectra for each archived time has been averaged, and this procedure has been repeated for all 15 members (in the case of the configuration with full SN, the ensemble amounts to 10 members).

To establish the impact of different SN configurations, we have analyzed and compared the power spectra of various simulations. Figure 12b shows the power spectra of some of the SN configurations already discussed. To gain in visual clarity we present the spectral power of each configuration normalized by that without SN on the 120 × 120 domain (shown in Fig. 12a). This simulation will serve as a kind of control configuration, which appears as a black solid horizontal line at 100. The red line shows that the 140 × 140 domain without SN generates more spectral power at all scales, but especially at the largest scales. This result is consistent with the findings of Separovic et al. (2008), which found excess spatial variance in the lower troposphere for this same model version when it is not well constrained by the driving data. An additional factor could be, as shown by Leduc and Laprise (2008), that bigger domains allow for more space and time to develop small scales. Reduction of domain size from 120 × 120 to 100 × 100 in a configuration without SN does not have much impact on the spectral power distribution. Variations around the horizontal line may be due to the lack of robustness of the estimation, despite the use of a double averaging. As was the case of IV in Fig. 5a, a change of domain size from 120 × 120 to 140 × 140 seems to have a much larger impact than a reduction from 120 × 120 to 100 × 100.

In addition to variations in domain size, modifications in SN configurations are also evaluated. Black dashed and dotted lines depict the effect of increasing SN extent in a 120 × 120 domain. The results with 500-hPa SN show little difference with respect to those without SN, with the exception of the longest wavelengths. As was shown in Separovic et al. (2008), long wavelengths at this level tend to be overestimated in CRCM simulations, and SN reduces this overestimation. The configuration with 850-hPa SN shows a decrease in spectral variance in all wavelengths excepting the 200–400-km range where it is comparable with the configuration without SN. When full SN is applied, a very important decrease in spectral variance affects all wavelengths.

It is important to recall that the choice of the case without SN as control is arbitrary, and hence Fig. 12b does not indicate which one has the correct amount of spectral variance.

4. Conclusions

In the present paper we have tested the impact of large-scale spectral nudging (SN) on ensemble simulations performed with the Canadian Regional Climate Model (CRCM). To this end, several experiments using a common simulation setup consisting of four multi-member ensembles integrated on different domain sizes, were performed under five different SN configurations,
FIG. 10. (a) Seasonal ensemble mean on all domains (four columns) in different model configurations (five rows) for the precipitation (mm day$^{-1}$). (b) Seasonal ensemble means from different SN configurations [without SN (blue), 500-hPa SN (red), 700-hPa SN (green), 850-hPa SN (dark blue), and full SN (mauve)] against NCEP–NCAR on all domains for the 850-hPa geopotential height.
for a single summer season over the East Coast of North America. In all experiments, all members of the ensemble were initialized at a 1-day interval and were driven by the same set of time-dependent lateral boundary conditions taken from NCEP–NCAR reanalyses with prescribed sea surface temperatures. The difference between these experiments is the vertical profile and intensity of large-scale SN, including one experiment without any SN.

The SN concept deviates from the classical nesting approach by prescribing the forcing not only at the lateral boundaries but also inside the domain for the largest spatial scales. Our results confirm that SN is effective in decreasing the IV of the simulations, and this is particularly the case for the larger 140 × 140 domain. Smaller domains exhibit less IV and are less affected by the use of SN. It has also been shown that with a more intense nudging, IV becomes nearly independent of domain size. It should be kept in mind that these generalizations are less valid for instantaneous cases: it was shown that, for particular time periods, exceptions to these rules do exist. As mentioned in the introduction, it is still unclear to what extent this reduction is a positive or even desired feature. We believe that the answer to this point is dependent on the existence of side effects caused by this reduction, and we devoted the rest of our research to this quest.

It is interesting to note that the application of full SN—replacing entirely the large scales of the model wind field from those of the driving NCEP–NCAR data—still leaves some room for freedom in the simulated small scales. In general, this activity was shown to be mostly located in the area with abundant convective precipitation.

Results regarding the time average of precipitation and 850-hPa geopotential height ensemble mean have shown some geographical variation in particular areas when no or weak SN is applied. Experiments have also shown that the ensemble mean is not significantly affected by the application of SN for the smallest domains studied. This suggests that Davies’s (1976) control may be just as effective as SN for small domains. We have also noticed that for stronger SN, there is little variation of the ensemble mean as a function of domain size. Thus, similar results may be obtained by employing large SN regardless of the domain size or, alternatively, by avoiding SN when working with small domains.

Results concerning a moderate sensitivity of the average to SN intensity are of considerable importance. Even the case of the extreme SN—the full replacement of the model large scales for those of the driving data—does not suffer a dramatic reduction of average precipitation; this suggests that, despite the artificiality introduced in the momentum equations by the SN terms, climate still remains fairly realistic. It should be noted, however, that region, season, and even CRCM version are clearly dominated by convective activity and hence the dynamic impact of SN may be underestimated.

The present study also yields some insight into the effect of SN on bimodalities that are sometimes noted in ensembles. For the largest domains, a difference has been noted between the results without SN (Alexandru et al. 2007) and those with SN. In the latter case, as the strength of SN is progressively increased, the effect is to foster the development of the solution closest to the driving data.

At first glance, it may seem that the decrease in precipitation maxima for the case of increased SN is evidence of negative effects on small scales, given that
precipitation maxima are often related to small-scale disturbances. Because of the well-documented tendency of the CRCM to underestimate precipitation maxima (e.g., Mailhot et al. 2007), any setup change that reduces precipitation maxima suggests a degradation of the simulation. However, more work is needed to confirm if reduction of precipitation maxima is a characteristic of SN or just a particularity of our simulations. In addition, the question of whether SN is eventually beneficial or detrimental for the simulations is still open.

Our results confirm, in general, most of the conclusions presented in other studies regarding the potential

![FIG. 12. (a) Time-averaged, ensemble-averaged power spectrum of vorticity at 850 hPa generated by 120 × 120 domain simulations without spectral nudging. (b) Time-averaged, ensemble-averaged power spectra of various ensembles normalized by the spectrum shown in (a): 140 × 140 without SN (red), 120 × 120 without SN (black full), 100 × 100 without SN (blue line), 120 × 120 500-mb SN (black dashed–dotted), 120 × 120 850-mb SN (black dashed), and 120 × 120 fully nudged (black dotted).]
of SN to reduce IV. Our attempt to identify potential undesirable side effects brought by the use of SN produced mixed results. On the one hand, there is evidence that the use of SN does not seem to affect the time-average precipitation, either in its geographical distribution or in its intensity (except for the case of full SN); but on the other hand, there are some signs of a reduction of precipitation extremes. The reasons for this reduction are not completely clear, but it may be related to the fact that decreasing freedom of intermediate length scales may further constrain the smaller ones that are usually responsible for precipitation extremes. It is interesting to note, however, that the use of full SN does not dramatically influence precipitation maxima. A possible explanation is that, since these arise from convective events, the constraint imposed by large-scale winds (the nudged variable within the domain) does not much limit this activity.

The general conclusion of this research suggests that SN has, on balance, more positive than negative impacts. On the one hand, SN results in a reduction of IV, reduction of simulation dependence to domain size, and improvement of geopotential height time means (or at least making them closer to driving data; this is not only a desired feature when driving with reanalysis data but also helps reducing outflow boundary mismatch between regional model and driving data). On the other hand, SN results in a reduction of precipitation maxima and spectral power in the vorticity field, which could be associated to a decrease in the intensity of cyclones as suggested in Fig. 3 (bottom row). While a complete understanding of spectral nudging has not yet been achieved—there are still lingering questions regarding the appropriate nudging intensity and vertical profile, variables to be affected, etc.—evidence is mounting in favor of its use. One of the comforting results of this investigation seems to be that, while finding an optimal setup for SN is still elusive, any SN—if not too strong—would partially do the job.

An important element at the moment of evaluating the pertinence of developing and/or using SN is its computational cost. Our experience shows that simulation time is extended by no more than 5% when SN is active, and hence we believe that computational cost does not play a relevant role at the time of deciding about its use in a specific project.
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