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Abstract One of the challenges in evaluating and applying regional climate models (RCMs) is the
nonlinear behavior of atmospheric processes, which is still poorly understood. The nonlinearities induce
chaos which leads to an internal variability in themodel. Therefore, an ensemble of RCM simulations has been
run and a budget study for potential temperature has been applied to investigate the internally generated
variability. Hence, the physical processes associated with diabatic and dynamical terms inducing the
intermember variability have been analyzed. The study is applied over the Arctic on an ensemble of 20
members, differing in their initial conditions, simulated with the RCM HIRHAM5 during summer 2012. This
time period is of particular importance because of the melting sea ice and its influence on atmospheric
circulation and the resulting effect on the intermember variability. The amplitude of the intermember
variability of the simulations fluctuates strongly both temporally and spatially. During the beginning of
August 2012 the intermember variability is strongest and coincides with the great Arctic cyclone event. The
most important contributions for the intermember variability tendency are the horizontal and vertical
“baroclinic” terms. Both terms have largest absolute values along the coastlines of the Arctic Ocean which are
associated with the Arctic frontal zone leading to the cyclone maximum over the Arctic Ocean
during summer.

1. Introduction

Regional climate models (RCMs) are sensitive to their initial conditions (ICs) due to the nonlinearities within
the atmospheric dynamics [Giorgi and Bi, 2000; Christensen et al., 2001; Caya and Biner, 2004; Rinke et al., 2004;
Wu et al., 2005; Alexandru et al., 2007; Lucas-Picher et al., 2008a, 2008b; Roesch et al., 2008]. von Storch [2005]
defines the internal variability (IV) as the property of RCMs to generate different solutions for simulations,
which use exactly the same lateral boundary conditions (LBCs) but differ slightly in their IC. IV should be taken
into account in interpreting the results of sensitivity studies performed with RCMs [Giorgi and Bi, 2000].
Hence, it is of a particular importance to investigate the IV generated in RCMs. Caya and Biner [2004] noted
that the IV of RCMs is weaker than the IV found in global climate models with magnitudes comparable to
the natural climate variability.

For analyzing the IV of RCMs, ensemble simulations are performed and each ensemble member is either
forced with a perturbation or is initialized with different states, leading to different solutions within the
ensemble. The construction of the proper ensemble of perturbations is an intensively discussed problem
in the climate modeling and numerical weather prediction (NWP) modeling [e.g., Collins, 2007; Troccoli and
Palmer, 2007; Hawkins and Sutton, 2009; Evans et al., 2013; Wan et al., 2014]. While the investigation of RCM
ensembles has been started since the mid-2000s only, considerable work has been carried out on the skill
and uncertainty in NWP models since more than two decades. Different strategies of providing an ensemble
of forecasts have been developed (e.g., breeding method [Toth and Kalnay, 1993], singular vector approach
[Buizza and Palmer, 1995], and different data assimilation cycles [Houtekamer et al., 1996]). The ensemble size
for the ensemble prediction is large and considers often 50 to 100 ensemble members [e.g., Mullen and
Buizza, 2002; Theis and Gebhardt, 2009; Gneiting and Raftery, 2005; Bonavita et al., 2011]. Kunii [2014] applied
an ensemble with a size of even 1000 members. Differently, the ensembles in climate simulations are much
smaller and consider only few (mostly three to eight) members; this applies for global climate models
(Coupled Model Intercomparison Project phase 3 (CMIP3)/CMIP5 included three- to five-member ensembles
for individual models) and RCMs [e.g., Rinke et al., 2004; Bellprat et al., 2012; Sasse and Schädler, 2014].
However, Alexandru et al. [2007] demonstrated that such small ensembles do not allow a robust estimate
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of RCM’s internal variability. They recommended an ensemble with a minimum of 10 members to arrive at a
solid estimate of IV on seasonal scale. The investigation of the IV in RCMs addresses its intensity, temporal
evolution, and spatial distribution rather than the probability to cover the model’s phase space. Hence, much
smaller ensembles are sufficient for analyzing the IV as are necessary for the NWP.

The IV in RCMs depends on the IC, LBC, domain size, season, model parameterization, and geographical
location [Giorgi and Bi, 2000; Caya and Biner, 2004; Rinke et al., 2004; Wu et al., 2005; Alexandru et al.,
2007; Lucas-Picher et al., 2008a]. Diabatic and dynamic processes like convection [Crétat and Pohl, 2012],
precipitation [Giorgi and Bi, 2000; Christensen et al., 2001], and synoptic events [Caya and Biner, 2004;
Alexandru et al., 2007] influence the strength and the behavior of IV. The dependence of IV on the model
domain and the corresponding synoptic conditions is obvious by comparing studies over different regions.
von Storch [2005] summarized the midlatitudes as well-flushed regions, leading to a weak divergence
between simulations differing in their IC. The Arctic as an area with weak flow through the domain is
imposed to generate a stronger divergence between the simulations, because of the longer stay of baro-
clinic perturbations within the Arctic domain [Rinke and Dethloff, 2000]. Thus, in general the IV is larger
in the Arctic than those for the midlatitudes [Rinke et al., 2004; von Storch, 2005]. Additionally to the loca-
tion of the model domain, the size of the domain is important for the IV as well. A small domain inhibits the
free development of the simulations, because they are strongly constrained by the LBC [Giorgi and Bi, 2000;
Rinke and Dethloff, 2000; Alexandru et al., 2007].

Recently, the IV over the Arctic was investigated and compared within two different RCMs covering the same time
period (Nikiema et al., submitted manuscript, 2015). It was found that the dependency of the IV on the applied
model is quite weak. Both RCMs reveal the same magnitude and location of high IV.

Nikiema and Laprise [2010, 2011] (hereinafter NL2010, 2011) were the first who investigated the dynamical
and diabatic processes which induce the IV. For this, they developed a diagnostic equation resolving the indi-
vidual contributions influencing the IV tendency. NL2010, 2011 applied this diagnostic equation for two vari-
ables, potential temperature and relative vorticity over a region covering the eastern part of northern
America and the Atlantic Ocean. The temporal evolution of IV fluctuates strongly in time and is associated
with synoptic events. NL2010, 2011 showed that the diabatic source and sink terms deliver strongest contri-
bution to the generation of IV, while the vertical “baroclinic” term has the same order of magnitude but
contributes negatively to IV and therefore reduces it.

The aim of this study is answering the three key questions: What are the characteristics (vertical profile, tem-
poral evolution, and spatial pattern) of IV and all the terms contributing to the IV budget in the Arctic? Which
are the key terms contributing to the IV tendency? Are there and what are the differences compared to the
North America region? Therefore, the diagnostic equation for potential temperature developed by NL2010
and applied over the northern American region is now used for a different region, namely, the Arctic. Our
time period of interest is the late summer (July to September), because this season is characterized by a
strong sea ice retreat in the Arctic. The large regions of open water lead to an increased exchange of moisture
and heat between the ocean and the atmosphere influencing the diabatic processes [Porter et al., 2012; Rinke
et al., 2013] which further influence the synoptic activity [Jaiser et al., 2012; Rinke et al., 2013]. Those processes
can have an impact on IV, and the relative role of different contributions will be studied.

The 10 lowest September sea ice extents (since 1979) have all occurred in the last 10 years. We focus our
analysis on summer 2012 as a representative of this “new state” of the Arctic. Through July 2012 the Arctic
sea ice tracked at levels far below the average (1979–2010) as typically seen during the 2000s. On August
and September 2012, the sea ice extent was at record levels, indicated by the great Arctic cyclone in
August [Simmonds and Rudeva, 2012; Zhang et al., 2013; Parkinson and Comiso, 2013]. We use this to investi-
gate the impact of this cyclone event on the IV.

Section 2 describes the used RCM and the experimental setup of the simulations, and section 3 presents the
applied diagnostic method. The sea ice distribution and the meteorological situation during the studied time
period is analyzed in section 4. In section 5 the results of the characteristics of IV (section 5.1) and of the
individual contributions to IV tendency (section 5.2) are explained, whereas section 5.3 concentrates on an
individual event when maximum IV occurs. The conclusions with a discussion of the obtained results are
summarized in section 6.
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2. Model and Simulations

In this study, the regional atmospheric RCM HIRHAM5 [Christensen et al., 2007] is applied. It combines the
regional weather forecast model HIRLAM7 (High Resolution Limited Area Model) [Undén et al., 2002] and
the atmospheric general circulation model European Centre/Hamburg model version 5 (ECHAM5)
[Roeckner et al., 2003]. The HIRLAM7 provides the dynamical core and ECHAM5 the physical parameteriza-
tions for HIRHAM5. Klaus et al. [2012] and Zhou et al. [2014] were the first who applied the HIRHAM5 for
the Arctic region. They analyzed spatial distributions and annual cycles for several meteorological parameters
and described the ability of HIRHAM5 to simulate the observed spatial and temporal patterns.

HIRHAM5 covers the circum Arctic region (see Figure 1) with 218 × 200 grid cells in the horizontal and has
been integrated with a spatial resolution of 25 km. In the vertical the model has 40 levels up to 10 hPa with
10 levels in the lowest 1 km. For boundary conditions the ERA-Interim reanalysis data set [Dee et al., 2011] pro-
vided by the European Centre for Medium-Range Weather Forecast was used to laterally drive HIRHAM5. The
surface pressure and the temperature, the horizontal wind components, specific humidity, cloud water, and
cloud ice in each vertical level were updated every 6 h. Further, ERA-Interim is used to initialize HIRHAM5 and
to provide the lower boundary conditions with the daily sea surface temperature (SST) and sea ice concen-
tration. The sea ice thickness is set constant to 2m in HIRHAM5. The model output is saved every 6 h and
for 19 pressure levels in the vertical: 10, 30, 50, 70, 100, 200, 250, 300, 400, 500, 600, 700, 800, 850, 900,
925, 950, 975, and 1000 hPa.

To analyze and quantify the intermember variability of HIRHAM5 it is important to run the model without any
internal nudging, as recommended by Alexandru et al. [2007]. As discussed in the Introduction, the number of
simulations belonging to an ensemble needs to be large enough to reach a stable estimation of the model’s
internal variability. Alexandru et al. [2007] proved by RCM experiments where they progressively increased
the ensemble size that an ensemble of 20 3month long RCM simulations is appropriate for studying the
RCM’s IV. Therefore, we follow their approach in accordance with other studies [NL2010, 2011; O’Brien
et al., 2011] and use an ensemble with 20 members running with the same LBC and which differ only in their
atmospheric IC. This is arranged by a different initialization time that was shifted successive by 6 h in each
case. This method follows previous studies [e.g., Rinke et al., 2004; Alexandru et al., 2007; NL2010, 2011] and
is reasonable to study the RCM’s IV and its consequences on seasonal climate statistics. The first simulation
starts on 1 July 2012 at 00:00 UTC, the second starts on 1 July at 06:00 UTC, the third starts on 1 July at
12:00 UTC, and the last simulation starts on 5 July 2012 at 18:00 UTC. Each simulation runs continuously until
30 September 2012. The analysis is applied for the time period that is covered by all ensemble members from
6 July to 30 September 2012. The year of interest is 2012 due to the strong negative sea ice anomaly in this
summer. To perform the budget study for the potential temperature additional variables such as the
temperature tendencies due to radiation, vertical diffusion, condensation, and convection have been written
out in HIRHAM5. The tendencies are stored every 6 h on 19 pressure levels.

3. Method

The applied equation of the intermember variability (IV) budget study for potential temperature was devel-
oped and described in detail in NL2010, 2011, and it is summarized here in a short description. The internal
variability is described by the cross-ensemble spread and calculated by the intermember variance σ2 of the
20 ensemble members for the variable φ.

σ2φ ≈
1
N

XN

n¼1
φn � hφið Þ2 ≡ hφ′2n i (1)

The index n represents each individual member of the ensemble, and N is the total number of the ensemble

members, 20 in this case. Parameter hφi is the ensemble mean, and φ′n is the deviation of the variable φ from
the ensemble mean.In this study the budget equation for the potential temperature

θ ¼ T
p0
p

� � R
cp

(2)

with the temperature T, the pressure p, the reference pressure p0 of 1000hPa, R the gas constant for dry air, and
cp the specific heat of dry air, is used. The initial equations for the development of the potential temperature
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budget equation are the first law of thermodynamics and the mass-continuity equation in vertical pressure
coordinates for potential temperature, and they can be combined for each ensemble member n as

∂θn
∂t

þ ∇
→ � θn Vn

→� �
þ θnωnð Þ

∂p
¼ Jn: (3)

Figure 1. (first row) Monthly mean of sea ice concentration, (second row) mean sea level pressure (mslp) in hPa, and (third row) geopotential height at 500 hPa in gpm
for (first column) July, (second column) August, and (third column) September 2012. (a–c) ERA-Interim and (d–i) ensemble average of the 20 HIRHAM5 simulations.
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Vn
→

is the horizontal wind, and ωn is the vertical wind component. Jn represents the source and sink terms,
describing the diabatic heating rate and involves the heating due to radiation, vertical diffusion and
surface sensible heat flux, convection, and condensation. The ensemble-mean operator (<>) is applied in
equation (3) to obtain the prognostic equation for the ensemble mean potential temperature

∂ θh i
∂t

þ ∇
→ � θ V

→D E
þ ∂ θωh i

∂p
¼ Jh i: (4)

Subtracting equation (4) from equation (3) leads to the prognostic equation of the deviation of the
potential temperature:

∂θ′n
∂t

þ ∇
→ � θn Vn

→ � θ V
→D E� �

þ ∂ θnωn � θωh ið Þ
∂p

¼ J′n: (5)

The application of the Reynolds decomposition rules and the ∇
→ �rules results in

∂θ′n
∂t

þ θh i ∇→ � V ′
n

→

þ V ′
n

→

� ∇→ θh i þ θ′n ∇
→ � V

→D E
þ V

→D E
� ∇→ θ′n þ ∇

→ � θ′n V
′
n

→

� θ′n V ′
n

→� �� �

þ θh i∂ω
′
n

∂p
þ ω′

n
∂ θh i
∂p

þ θ′n
∂ ωh i
∂p

þ ωh i∂θ
′
n

∂p
þ ∂
∂p

θ′nω
′
n � hθ′nω′

ni
� 	 ¼ J′n

(6)

The validity of the mass-continuity equation leads to the fact that second and seventh terms and the fourth
and ninth terms cancel each other. Then the Euler decomposition has been used. Further, a multiplication by

θ′n, an additional ensemble averaging and the application of the approach of equation (1) to replace φ′2n by the
IV, has been applied. Hence, the prognostic equation of potential temperature variance is written as

1
2
Dσ2θ
Dt

≡
∂
∂t

σ2θ
2


 �
þ V

→D E
� ∇→ σ2θ

2
þ ωh i ∂

∂p
σ2θ
2


 �

¼ � θ′n V
′
n

→D E
�∇→ θh i � θ′nω

′
n

� 
∂ θh i
∂p

� θ′n ∇
→ � θ′n V

′
n

→
� �� �

� θ′n
∂
∂p

θ′nω
′
n

� 	� �
þ θ′nJ

′
� 


n:

(7)

By calculating 7ð Þ þ 1
2 σ

2
θ ∇

→ � V
→

D E
þ ∂ ωh i

∂p ¼ 0
� �h i

, the diagnostic potential temperature IV tendency in flux

form is obtained with the following contributions:

∂σ2θ
∂t

¼ Ah þ Av þ Bh þ Bv þ C þ Eh þ Ev : (8)

with

Ah ¼ �∇→ � V
→D E

σ2θ
� �

(9)

Av ¼ �∂ ωh iσ2θ
� 	
∂p

(10)

Bh ¼ �2 θ′n V
′
n

→
� �

� ∇→ θh i (11)

Bv ¼ �2 θ′nω
′
n

� 
 ∂ θh i
∂p

(12)

C ¼ 2 θ′nJ
′
n

� 

(13)

Eh ¼ �2 θ′n ∇
→ � θ′n V

′
n

→� �� �
(14)

Ev ¼ �2 θ′n
∂
∂p

θ′nω
′
n

� 	� �
: (15)

The left-hand side of equation (8) is the diagnostic potential temperature IV tendency, and on the right-hand
side its local changes by seven contributions are listed. The particular contributions describe different
atmospheric processes. The terms Ah and Av are the horizontal and vertical transport terms for the generation
of the IV of potential temperature by the ensemble-mean flow. The terms Bh and Bv are the covariances of
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potential temperature acting upon ensemble-mean gradients in the horizontal and vertical and are related to
baroclinic processes in the weather systems and linked to synoptic events. Therefore, they are called barocli-
nic terms hereinafter. C is the diabatic source and sink term and includes temperature tendencies due to
radiation, vertical diffusion and surface sensible heat flux, condensation, and convection which are summar-
ized in Jn. The terms Eh and Ev are the third-order terms, meaning the covariance of the potential temperature
acting upon the perturbation gradient.

The horizontal diffusion represents a subgrid-scale process and is not considered in this budget study,
because its influence is weak. Its contribution to the diabatic source and sink term C is �0.3 × 10� 5K2/s at
the surface and almost zero in the upper troposphere.

To avoid incorrect values of the lower pressure levels over the mountain regions, the fields are masked out in
the grid cells of those pressure levels that are affected by the orography. Further, values in the 15-grid-cell-
wide boundary zone are neglected, because the IV is small due to the same LBCs that are used for all simula-
tions. The boundary zone is also not considered for the spatial averages. In addition, the patterns of the
spatial distributions are graphically smoothed. The smoothing is based on a running mean of 11 × 11 grid
cells to reduce noise on small scales and allowing an easier interpretation. The vertical averages are based
on a vertical integration of the 12 pressure levels between the bottom and 300 hPa.

4. Sea Ice and Meteorological Conditions During the Study

For a better understanding of the results of the IV budget study for the Arctic, the sea ice concentration and
the atmospheric circulation patterns are shown for July, August, and September 2012 (Figure 1). The monthly
mean sea ice concentration is based on ERA-Interim, and the mean sea level pressure (mslp) and the geopo-
tential height at 500 hPa are an ensemble mean of the 20 ensemble simulations. The strongest sea ice retreat
is observed during July in the Laptev and Beaufort Seas (Figure 1a compared to Figure 1b) and the whole
Eastern Arctic and Pacific Sector of the Arctic Ocean were ice free by September 2012 (Figure 1c). The mslp
and the geopotential height reveal the circumpolar circulation except from the mslp on September. During
the season the low-pressure system changes its intensity. On July and August extensive low pressure is found
over the Arctic Ocean and Siberia. On September the tropospheric pressure system over the Arctic split into
two centers and high pressure over Siberia was formed.

The summer season of 2012 was embossed by the great Arctic cyclone of August 2012 [Zhang et al., 2013]
that developed on 2 August over northern Siberia and entered the East Siberian Sea on 4 August and
reached its maximum on 6 August with a minimum central pressure of 966 hPa [Simmonds and Rudeva,
2012; Zhang et al., 2013; Parkinson and Comiso, 2013]. The cyclone persisted almost 13 days and had strong
impact on the sea ice, with enhanced melting and decreased thickness in the Canadian Basin due to
increased upward ocean heat transport caused by the strong winds and associated ice motion [Zhang
et al., 2013].

5. Results

In the following the potential temperature IV and its contributions are analyzed calculating the vertical profiles,
the temporal evolution, and the spatial distribution. The time period considered is 6 July to 30 September 2012.
The results are shown from 1000hPa up to 300hPa, because the focus is on the troposphere.

5.1. Quantification of IV

First, the IV of potential temperature is analyzed to identify time periods and regions within the Arctic domain
and in vertical levels of high and low IV. The vertical profile for the time- and domain-averaged potential tem-
perature IV is shown in Figure 2a. The largest value is observed at 500 hPa, and a second maximum occurs at
900 hPa to 925 hPa. The smallest values of IV are simulated near the surface, because of the same lower
boundary forcing for all ensemble members, and at 300 hPa. In order to further analyze the maxima and
minima obtained by the vertical profile, Figure 2b presents the time evolution of the domain-averaged
potential temperature IV at 925 hPa, 500 hPa, and 300 hPa. Besides, the vertical mean of IV is shown. As
expected based on Figure 2a the highest potential temperature IV occurs at 500 hPa and the lowest mostly
near 300 hPa. Moreover, IV fluctuates strongly in time from 3 K2 to 9 K2 (vertical average) and from 4 K2 to
14 K2 (at 500 hPa). During the analyzed time period IV reaches at all pressure levels highest values between
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27 July and 9 August with an absolute maximum of almost 14 K2 at 500 hPa on 5 August 2012 at 06:00 UTC.
This result coincides with the great Arctic cyclone of August 2012 [Zhang et al., 2013]. Lowest values of IV
occur during 19 and 24 September of nearly 4 K2 at 500 hPa.

The temporal and vertical averaged spatial pattern of IV and the spatial pattern at 925 hPa, 500 hPa, and
300 hPa are shown in Figure 3. Due to the fixed lateral boundary forcing IV is small near the boundaries of
the model domain. Again, the highest IV occurs at 500 hPa (Figure 3c) with maximum values of 12 K2 over
the Arctic Ocean. At 925 hPa (Figure 3b) two centers of high potential temperature IV can be noted
over the East Siberian/Laptev Sea and Beaufort Sea areas. It is obvious that the locations of maximum IV
and its intensities change with height. Therefore, the vertical averaged pattern (Figure 3a) is quite homoge-
neous without any pronounced local maxima and minima. Table 1 summarizes the domain-averaged values
for the IV of potential temperature.

5.2. Contributions to IV

In this section, the different contributions to the IV tendency of potential temperature (left-hand side in
equation (8)) are investigated. Therefore, the characteristics of the seven terms explained in equations 9–15
are analyzed with respect to their overall importance and specific magnitude, pattern, and variability.

The temporal and spatial averaged vertical profile for each contribution (Figure 4) identifies strongest influ-
ence on the IV tendency due to the horizontal (Bh) and vertical baroclinic (Bv) terms. Bh has positive values in
all vertical levels and therefore contributes to a generation of IV and can be interpreted as a source term for
IV. According to equation (11), Bh contributes positively to the IV tendency, when the covariance between the

perturbations of the potential temperature and the horizontal wind ðhθ′n V ′
n

→

iÞ and the horizontal gradient of

the mean potential temperature ð∇→ θh iÞ have a contrary sign. The potential temperature of the ensemble

mean increases southward ð∇→ θh i < 0Þ, and therefore, the covariance is positive ðhθ′n V ′
n

→

i > 0Þ. Physically, this
means that cold air fluctuations θ′n < 0

� 	
flow toward the warmer southern region ðV ′

n

→

< 0Þ or warm air

fluctuations θ′n > 0
� 	

flow toward the northern colder regions ðV ′
n

→

> 0Þ. Hence, a flow against the horizontal

gradient of the ensemble mean of the potential temperature ð∇→ θh i < 0Þ results in a generation of the poten-
tial temperature IV. In contrast, the values of Bv (equation (12)) are always negative, indicating a reduction of
the potential temperature IV. The covariances between the fluctuations of the potential temperature and the

vertical wind component hθ′nω′
n; i

� 	
and the vertical gradient of the ensemble mean potential temperature

∂ θh i
∂p

� �
have the same sign. ∂ θh i

∂p

� �
is always negative due to the atmosphere’s stable mean state. Therefore,

Figure 2. (a) Vertical profile of the temporal and domain-averaged intermember variability in K2 and (b) temporal evolution of the domain-averaged intermember
variability in K2 at 925 hPa, 500 hPa, 300 hPa, and the vertical average.
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θ′nω
′
n

� 	
is negative, indicating ascending ω′

n < 0
� 	

warm air fluctuations θ′n > 0
� 	

and descending ω′
n > 0

� 	
cold air fluctuations θ′n < 0

� 	
. These motions coincide with the ensemble mean flow and result in a reduction

of potential temperature IV. Similar to IV, the magnitude of the contributions depends on the height and is
smallest in the middle and at the top of the troposphere for Bh. Maxima of Bh are calculated at 975 hPa
(approximately 8 × 10� 5K2/s) and at 400 hPa (approximately 7 × 10� 5K2/s). The magnitude of Bv is vertically
more uniform (approximately �5 × 10� 5K2/s to �4× 10� 5K2/s) between 900 hPa and 400 hPa. Further, Bv is
of no importance at the surface and near the tropopause, because the vertical wind velocity is almost zero at
these levels. The other terms (apart from C) are 100 times smaller compared to Bh and Bv and fluctuate around
zero, hence contribute positively and negatively to the IV tendency depending on the level. Due to the
increasing horizontal wind velocity with increasing heights, the magnitude of the transport term Ah is
enhanced in the upper levels. Above 900 hPa Ah contributes negatively to IV tendency, leading to a reduction
of IV. The diabatic source and sink term C changes its sign with respect to the vertical levels. C stands for the
covariance between potential temperature perturbation and the perturbation of the diabatic heating rate

(equation (13)). A generation of potential temperature IV is detected when warm air fluctuations θ′n > 0
� 	

Figure 3. (a) Temporal and vertical averaged intermember variability in K2 and (b) temporal averaged intermember variability in K2 at (b) 925 hPa, (c) 500 hPa, and
(d) 300 hPa.
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are heated diabatically J′n > 0
� 	

. C contributes to a reduction of IV tendency, when warm perturbations are

cooled or cold perturbations are heated. Near the ground, C is negative with values around �4× 10� 5K2/s.
This is caused by the temperature tendency due to condensation contributing negatively to the term
C and that is not fully compensated by the temperature tendencies due to the radiation and the vertical
diffusion that have a positive impact on term C. We found that C contributes positively to the IV tendency
of potential temperature in the midtroposphere, since the temperature tendencies due to condensation
and radiation are positive above 800 hPa. The vertical profile of the sum of all the calculated contributions
is slightly positive (approximately 1 × 10� 5K2/s), whereas in fact, there is no net tendency of IV. This is due
to the neglect of several small dissipative mechanisms that are acting in the model, either implicitly in the
numeric or explicitly such as horizontal diffusion that is neglected. We found that the mismatch between
the IV tendency and the sum of all terms is quite large compared to the results obtained for the midlatitude
region [NL2010, 2011]. Therefore, it is assumed that the errors depend on the model domain. The balance
between the IV tendency and the sum of all terms can be improved by including dissipative terms. A more
detailed analysis of the numerical errors and the dependency on the model domain is planned as future
work. Details concerning the behavior of each contribution depending on the level are presented in Table 1.

The temporal evolution for each contribution (vertical and domain averaged) is shown in Figure 5a. Again, Bh
and Bv account most strongly to IV tendency, with Bh overall positive and Bv negative. The term C is mostly
positive. The other terms fluctuate around zero, because their contribution to IV tendency is in general small

(Av and Ev) or they are balanced over
the model domain (with local regions
of positive and negative values) (Ah
and Eh). It has to be emphasized
that the contributions significantly
fluctuate in time. Apart from some
negative peaks the sum of all terms
(Figure 5a) is positive due to the strong
positive contribution of Bh and Cwhich
are not fully balanced by Bv. Figures
5b–5d illustrate the temporal evolution
of the seven contributions to the IV
tendency at 925 hPa, 500hPa, and
300hPa. At all levels Bh has the stron-
gest and always positive contribution
to the potential temperature IV
tendency. This positive contribution is
associated with a generation of IV.
However, the values become smaller
with increasing height. At 925 hPa and

Figure 4. Vertical profiles of the seven temporal and domain-averaged
contributions in 10� 5K2/s to intermember variability tendency and the
sum of all contributions.

Table 1. Domain-Averaged Intermember Variability (IV in K2) for Potential Temperature and All Terms in × 10� 5 K2/s (See Section 3) Contributing to Its
Temporal Change

Terms

Temporal Average Vertical Average
on 5 August at

06:00 UTCVertical Average At 1000 hPa At 925 hPa At 800 hPa At 700 hPa At 500 hPa At 300 hPa

IV 6.00 2.54 5.62 5.43 6.13 7.43 4.61 9.48
Ah �0.48 �0.37 0.11 �0.19 �0.48 �0.86 �0.94 �1.16
Av �0.02 �0.05 �0.03 0.10 0.10 �0.12 �0.00 �0.05
Bh 5.02 6.16 6.46 3.76 3.75 5.69 3.21 11.76
Bv �4.24 �0.52 �3.99 �4.21 �4.51 �5.33 �1.42 �8.88
Eh �0.10 0.02 �0.05 �0.26 �0.24 �0.03 0.29 0.81
Ev 0.07 �0.26 �0.13 0.58 0.22 0.25 0.12 �0.03
C 0.09 �4.33 �0.61 1.43 2.15 2.05 �0.38 0.40

Sum of all Terms 1.15 1.38 1.76 1.21 0.99 1.14 0.87 2.88
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500hPa the values reach approximately 7× 10� 5K2/s, and at 300hPa they are reduced to 4×10� 5K2/s on
average. The vertical baroclinic term (Bv) has a negative contribution to potential temperature IV tendency
during the whole time period at 925hPa and 500hPa and also mostly at 300 hPa. This negative contribution
leads to a reduction of the IV. At 925hPa and at 300hPa the magnitude of Bv is smaller than Bh and there are
short time periods when Bv reaches even positive values at 300 hPa. The sign of term C differs with the height
level and has highest absolute values during the end of July and the beginning of August (coinciding with
the strongest sea ice reduction) at 925hPa and 500hPa. As shown in Figure 4 the horizontal transport term
Ah becomes more important with increasing height and is negative above 925hPa. The magnitudes of Eh and
Ev depend strongly on time. Both terms can fluctuate around zero or peak out positively and negatively. In upper
levels the peaks reach highest values with up to 5×10� 5K2/s at 300 hPa.

The comparison of the temporal evolution of the IV (Figure 2b) and of the individual contributions (Figure 5)
illustrates for some cases a coinciding increasing intensity like during the period from 27 July to 9 August
2012. Especially, Bh and Bv indicate a correlation with IV, more precisely R=0.59 between IV and Bh and
R=�0.69 between IV and Bv (based on the vertical and domain-averaged time series). This is not unexpected,
because Bh is the horizontal baroclinic term, associated with synoptic activity that influences the behavior of
IV [Giorgi and Bi, 2000; Lucas-Picher et al., 2008a; Alexandru et al., 2007; NL2010, 2011].

Figure 5. (a) Temporal evolution of the seven domain-averaged contributions in 10� 5K2/s to intermember variability tendency for the vertical average, at (b) 925 hPa,
at (c) 500 hPa, and at (d) 300 hPa. In Figure 5a the sum of all contributions is included.
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Figure 6 illustrates the spatial distribution of the temporal and vertical averaged contributions to IV tendency
by the different terms. Again, positive values mean an increase and negative values a reduction of potential
temperature IV, indicating sources and sinks for IV, respectively. Pronounced regionally different patterns are
obvious for the different terms.

The horizontal and vertical transport terms Ah and Av have negative and positive values (Figures 6a and 6b)
and therefore can produce and reduce IV depending on the region by moving the IV. However, the magni-
tude of Ah is 100 times higher than Av. The negative values of Ah are mainly located over the Arctic Ocean
(with maxima over the Beaufort Sea) and Greenland, illustrating regions that loose IV toward regions of posi-
tive Ah or out of the model domain. The positive contribution to IV tendency, resulting in a generation, occurs
mostly over the land areas, indicating a transport of IV toward these regions. Regions that are characterized
by an intense production of IV due to the transport into the model domain are mostly found over eastern
Siberia and the Greenland Sea. Several studies identify these regions as centers of originating cyclones
(e.g., East Siberia) [Serreze et al., 2001] and of high cyclone center counts (e.g., Greenland Sea) [Serreze and
Barrett, 2008]. Unlike Ah, the positive values of Av are more widespread and occur over the Atlantic side of
the Arctic and all land (apart from Greenland). Negative contributions arise over the central Arctic Ocean
and Greenland.

The horizontal baroclinic term Bh (Figure 6c) contributes overall positively to IV tendencies. Maximum values
reaching 7× 10� 5K2/s and higher are located at the coast of Laptev/East Siberian Sea and over the Barents
Sea. Smallest contributions are calculated over the central Arctic Ocean. In contrast to Bh, Bv (Figure 6d) con-
tributes to a reduction of IV. The region along the Russian coast reveals strongest negative contribution of up
to �7× 10� 5K2/s. Weakest absolute contributions of Bv to IV tendency are found over the land, especially
over Alaska and Greenland. Bh and Bv contribute strongest along the Russian coast coinciding with the region
of high Eady growth rate (see Figure S1 in the supporting information) that was simulated with the HIRHAM5
between 850 hPa and 500 hPa.

The magnitude of the contribution of the third-order terms Eh and Ev (Figures 6e and 6f) differs in an order of
100, but both contribute to a generation and a reduction of IV in dependence on the location. The vertical
and temporal averaged contribution of Eh is mainly limited to the Arctic Ocean and seldom reaches values
of ±4× 10� 5K2/s. Ev contributes almost overall positively to the IV tendency with highest values over the
ocean (approximately 0.13 × 10� 5K2/s). The negative values are located mostly at some coastlines and
East Siberia.

The impact of the temporal and vertical averaged diabatic source and sink term C (Figure 6g) is 10 times
smaller compared to the one of Ah, Bh, and Eh. This can be explained by the positive and negative contribu-
tions that are compensating each other in the vertical as shown in Figure 4. Small reductions of IV occur over
the Beaufort Sea, Fram Strait, and at the coastlines of Greenland. Over most other areas, C contributes to a
generation of IV.

The sum of all terms (Figure 6h) shows a positive IV tendency, illustrating a generation of IV over Eastern
Russian Arctic, Baffin Bay, and Greenland Sea. Negative values arise over the Arctic Ocean, Alaska, and
Western Russian Arctic.

As detected for the domain-averaged analysis, both baroclinic terms Bh and Bv are the most important
contributions. Therefore, their spatial distribution with respect to different vertical levels is analyzed more
deeply (Figure 7). The horizontal baroclinic term Bh is positive overall and has its maximum at 925 hPa.
Along the coastlines Bh reaches values higher than 13× 10� 5K2/s. In other areas, the values range between
1× 10� 5K2/s and 7× 10� 5K2/s. With increasing height, the magnitudes become weaker, and at 300 hPa Bh
has values lower than 7 × 10� 5K2/s, but the spatial patterns (locations of the maxima) are quite similar at
all height levels.

Like Bh, the term Bv (Figures 7b, 7d, and 7f) reveals similar spatial patterns with highest contribution along the
coastlines. However, its sign is negative, indicating a reduction of IV. The impact of Bv is weaker (mostly
<9× 10� 5K2/s and rarely >11× 10� 5K2/s) compared to Bh. Between the lower and the midtropospheric
levels, the intensity of the magnitudes over the Arctic Ocean ranges between �1× 10� 5K2/s to
�5× 10� 5K2/s (at 925 hPa) to approximately �7 × 10� 5K2/s at 500 hPa. At upper tropospheric levels the
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Figure 6. (a–g) Temporal and vertical averages of the seven contributions in 10� 5K2/s to intermember variability tendency
and (h) the sum of all contributions in 10� 5K2/s. The contribution C is 10 times, and Av and Ev are 100 times smaller than
the other contributions; therefore, the color bars are adapted.
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impact of Bv to IV tendency of potential temperature becomes weaker and rarely reaches values of
�5× 10� 5K2/s. In contrast, Bh is still significant at upper levels with values ranging from 1×10� 5K2/s to
9 × 10� 5K2/s, also shown in Table 1.

However, the spatial distributions (Figures 6 and 7) reveal that Ah reaches the samemagnitude as the baroclinic
terms but contributes positively and negatively to IV depending on the region. Therefore, the spatial average
leads to a cancelation of Ah, resulting in small values considering the vertical profile and temporal evolution
(Figures 4 and 5). From this it is also obvious that the sum of all contributions (Figure 6h) provides a pattern
which is quite similar to the spatial distribution of Ah and not to Bh and Bv, which are compensating each other.

5.3. Investigation of a High IV Event

Figure 2b indicated that the potential temperature IV fluctuates in time with periods of low and high IV. For a
more detailed investigation of the potential temperature IV and its contributions the focus is in the following
on a time period with intense IV. We expect that the synoptic activity at time scales of 2–6 days impacts the IV,
and we are interested to identify associated mechanisms. Therefore, 5 August 2012 at 06:00 UTC (coinciding
with the great Arctic cyclone event) is chosen to analyze the individual contributions to the simulated IV. The
results are shown at 500 hPa, because the IV reaches its maximum at this level (see Table 1). The spatial
distribution highlights the locations of strong and weak IV occurrences (Figure 8a). Values of IV higher than
30 K2 appear over two regions. The larger region ranges from the Laptev Sea to the Beaufort Sea and covers
the Arctic Ocean. This center is quite intense and reaches down to the surface (not shown). The second and
smaller center is located over the north of Greenland and Greenland Sea. During the 2 days prior the maxi-
mum event on 5 August 2012 at 06:00 UTC the two centers start to form from several small centers of high
potential temperature IV. The center over Greenland grows faster, despite being the smaller one. After the
maximum event both centers dissipate again into several small regions of intense IV (not shown).

The most relevant contributions are both baroclinic terms, Bh and Bv (Table 1 and Figures 8b and 8c). But,
unlike the domain, vertical and temporal averaged results (Figures 4–7), both Bh and Bv can have positive
and negative impacts on IV tendency of potential temperature, depending on the location (Figures 8b and
8c). Besides, the diabatic source and sink term C (Figure 8d) has an interesting regional influence on the IV
tendency during this maximum IV event with absolute values comparable to Bh and Bv. The contributions
to IV tendency of the other terms are negligible with Ah, Av, and Ev reducing and Eh producing IV in domain
and vertical average (see Table 1). On 5 August 2012 at 06:00 UTC, clear centers of strong positive contribu-
tions to potential temperature IV tendencies are found for Bh and C. Both reach values >20× 10� 5K2/s over
the East Siberian Sea/Chukchi Sea that are compensated only by Bv (values <�20 × 10� 5K2/s). During this
time step this region is characterized by low pressure and a high Eady growth rate (not shown) and coincides
with the center of the great Arctic cyclone in the beginning of August 2012 [Simmonds and Rudeva, 2012;
Zhang et al., 2013; Parkinson and Comiso, 2013]. The cyclone results in a strong sea ice retreat in this region
[Zhang et al., 2013; Parkinson and Comiso, 2013]. Due to this sea ice loss the vertical fluxes of moisture and
heat change between the ocean and the atmosphere. All ensemble members share the same anomalous
sea ice concentration (given by the ERA-Interim data set) during this period. But, the atmospheric state
(e.g., stability of the atmospheric boundary layer) is different between the individual ensemble members.
Accordingly, turbulent and diabatic processes are different, explaining the high IV generated by the term
C over this region. The sum of all terms (Figure 8h) largely reflects the pattern of the IV (Figure 8a).

6. Discussion and Conclusion

In this study the intermember variability (IV) generated in the HIRHAM5 regional atmospheric model over the
Arctic was analyzed for the late summer season July–September 2012.

Our results support the argument expressed by Rinke et al. [2004] and von Storch [2005] that the IV in summer
in the Arctic is generally stronger than in the midlatitudes due to strong temperature gradients and weak
flow through the model domain resulting in a weaker control exerted by LBC. The pronounced IV points to
the general limitation of a single realization for the Arctic unnudged simulations. A model evaluation com-
pared with observations should therefore be focused on statistics based on ensemble simulations.
Nudging helps to constrain the large-scale flow but has limited impact on Arctic RCM near-surface tempera-
ture and precipitation [Berg et al., 2013; Glisan et al., 2013].

Journal of Geophysical Research: Atmospheres 10.1002/2015JD023153

SOMMERFELD ET AL. BUDGET STUDY OF INTERMEMBER VARIABILITY 9402



Figure 7. Temporal averaged contributions (first column) Bh and (second column) Bv in 10� 5K2/s at (first row) 925 hPa, (second row) 500 hPa, and (third row)
300 hPa.
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Figure 8. Intermember variability in (a) K2 and terms (b) Bh, (c) Bv, and (d) C in 10� 5K2/s and (e) the sum of all seven contributions in 10� 5K2/s, all for 5 August at
06:00 UTC at 500 hPa.
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The vertical profile of IV is similar to the results found by NL2010 with the Canadian RCM (CRCM5) covering
the eastern part of northern America and parts of the Atlantic Ocean with strongest potential temperature IV
in the midtroposphere and near the surface. However, the magnitude significantly differs between both stu-
dies. Over the Arctic the IV reaches values of up to 7 K2, while NL2010 presented over their domain an IV with
an intensity up to 100 times smaller than over the Arctic. Already Rinke et al. [2004] found that the IV over the
Arctic is larger compared to the one over the midlatitudes. The same magnitude of difference (100 times) is
observed for the vertical and domain-averaged IV in the Arctic and over North America. However, the tem-
poral variability of IV is more pronounced over North America, leading to maximum IV events that are 5 times
higher compared to low IV events [NL2010], whereas over the Arctic the IV differences between the high and
low IV events are on the order of 3. In agreement with several previous studies [Giorgi and Bi, 2000;
Christensen et al., 2001; Caya and Biner, 2004; Rinke et al., 2004; Wu et al., 2005; Alexandru et al., 2007; Lucas-
Picher et al., 2008a; NL2010, 2011], we emphasize strong temporal variations of the IV. The time scale of these
fluctuations ranges from a few days up to a week, thus covering the synoptic time scale.

For the Arctic and the analyzed time period from July to September 2012, the most important contributions
to IV tendency of potential temperature are the horizontal and vertical baroclinic terms (Bh and Bv). The
baroclinicity is related to the occurrence of cyclones whose frequency reaches its maximum on August,
followed by July and September [Serreze and Barry, 1988]. Whereas the domain-averaged Bh has always
positive values indicating a generation of IV, Bv has always negative values leading to a reduction of IV.
Near the surface, the domain-averaged absolute values of Bh are higher than of Bv.

At 500 hPa both contributions are balancing each other, while at 300 hPa the contribution to IV tendency is
dominated by Bh. While the term C contributes to compensate Bh near the surface and therefore reduces the
IV tendency, in the midtroposphere C contributes to a generation of IV. Apart from the horizontal transport
term Ah with enhanced importance with increasing height, the other terms have insignificant contributions
to the potential temperature IV tendency in general (Av and Ev). They can contribute positively and negatively
to IV tendency depending on the location, leading to a balance over the model domain (Ah and Eh).
Compared to the study over northern America [NL2010] we find the agreement that Bh contributes positively
and Bv negatively and have the strongest influence near the surface. However, in contrast to our Arctic study,
northern America is characterized by a diabatic source and sink term C that contributes to a generation of IV
tendency near the surface and has an important influence even near the tropopause. With increasing height
the horizontal transport term (Ah) gets more important and the influence of Bh is reduced [NL2010]. The
spatial distribution of the vertical and temporal averaged seven contribution terms shows distinct spatial
patterns indicating that terms can contribute positively or negatively depending on the regions. Bh and Bv
have a large magnitude along the coastline of the Arctic Ocean in the lower and middle troposphere. This
belt of high baroclinic contribution to IV tendency is in agreement with the Arctic frontal zone at the
Arctic Ocean coastline discussed by Serreze et al. [2001]. The frontal zones at the coastlines during summer
are explained by a strong temperature gradient between the cold Arctic Ocean and the relatively warm
snow-free land and by wind maxima in the upper troposphere [Serreze et al., 2001]. In addition, Serreze and
Barrett [2008] found that most cyclones have their origin during summer rather over Eurasia than over
North America and the northern Pacific.

Considering the event of maximum IV (5 August 2012 at 06:00 UTC) the horizontal baroclinic term Bh contri-
butes strongest to its growth, related to the great Arctic cyclone event at the beginning of August 2012. Two
regional centers of high IV (up to 30 K2) are established by contributions due to Bh and C and its reduction due
to Bv. The term C plays a role because of the cyclone-driven changed exchange of moisture and heat between
the atmosphere and the ocean. This is partly in contrast to the results obtained by NL2010 for North America.
They found that the event of maximum IV reveals the strongest reduction of IV due to Bv as well but is mainly
generated by the diabatic source and sink term C only and not due to Bh as in the Arctic.

This study reveals the distinct IV and its contributions over the circum Arctic domain. There is agreement that
the IV and the influencing processes are a function of the considered model domain and the corresponding
atmospheric dynamics. However, an insensitivity of IV to the applied RCM in the Arctic was found (Nikiema
et al., Chaos in regional climate model simulations over the Arctic domain: Comparison of intermember varia-
bility in ensemble simulations of CRCM5 and HIRHAM5 models, submitted to Polarforschung, 2015). They
applied the diagnostic budget study over the circum Arctic domain comparing the results obtained with
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the HIRHAM5with the results of the CRCM5. Both models cover the samemodel domain and time period and
use the same LBC and the same method to generate the ensemble of 20 members. The IV and its dynamical
and diabatic contributions reveal quite similar results with respect to the vertical profile, temporal evolution,
and spatial distribution.

Despite the fact that 2012 was an extreme year concerning the summer sea ice retreat, the presented results
are representative for the Arctic summer IV. We investigated additional years (2006, 2007, and 2009) and
found very similar results for the IV and its dynamical and diabatic contributions (Figure S2). A detailed inves-
tigation of the potential impact of regional sea ice loss on spatial and temporal patterns of IV is in preparation.
The pronounced internally generated variability, particularly in summer and early autumn, has been
discussed for coupled atmosphere-ice-ocean Arctic RCMs as well by Döscher et al. [2010], Dorn et al. [2012],
and Rinke et al. [2013]. But, the role of regional sea ice anomalies for the internally generatedmodel variability
has still to be clarified.

The investigation of the potential temperature IV is the first step to quantify the IV generated over the Arctic
with HIRHAM5. Further, it is necessary to consider other variables like the absolute and relative vorticity
[NL2010, 2011] and extend this study to a whole energy cycle associated with IV [Nikiema and Laprise,
2013; Nikiéma and Laprise, 2015].
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