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Résumé

Cette these est constituée de trois essals portant sur I'étude du cvele économique.
Les deux premiers chapitres examinent les mécanismes endogenes de propagation cy-
namique. alors que le troisiéme étudie la dynamique de Uinflation et les causes de la
Grande Nodération.

Le premier chapitre examine les effets de Ta politique mondétaive et des choes tech-
nologiques dans le cadre d'un modcle d*équilibre général dynamique qui contient: 1) des
rigidités nominales de prix. i) une structure input-ontput., iii) quelogues rigidités véelles.
et iv) une politique mondétaire réaliste sous forme de vegles de Tavlor. Le modele est en
mesure de produire une réponse négative des heures travaillées & court terme suivant un
choce technologique, ainsi quune réponse positive & moyen terme, ce qui est en accord
avec les résultats empiriques de Basu. Fernald et Kimball (2006). Contrairement an
modele de Dotsey (1999), le présent modele prédit une baisse a court terme des heures
swivant un choc technologique positif sous différentes spécifications de la regle de Tay-
lor. La clé pour comprendre la différerence entre nos résultats ct ceux de Dotsey cst la
prisc en compte de la formation d'habitude de consommation dans notre modele. On
démontre aussi que le factenr principal derriere nos principaux résultats est Uinteraction
entre les rigidités de prix et la structure input-ontput. Par exemple. celle-ci permet cle
générer des sentiers de réponse des variables réelles en forme de cloche suivant un choc
monétaire.

Le second chapitre développe et estime un modele d éguilibre géndéral dynamique ca-
pable de reproduire des faits saillants du cycle ¢conomique amdéricain. Ces faits incluent
les autocorrélations positives du taux de croissance de I'output. de la consommation.
de I'investissement et des heures travaillées. la quasi-absence d’antocorrélation du taux
de croissance du salaire réel et la faible corrélation entre la productivité moyenne du
travail et les heures travaillées. Le modeéle parvient a produire de la persistence an
moyen de ses mécanisimes endogenes de propagation. Nos résultats suggerent qu’un
modcele satisfaisant incorpore une rigidité nominale des salaires, une faible externalité
d’emploi, un degré modéré dans la formation d’habitude de la consommantion. ot des
cottts d'ajustement dlinvestissetient qui sont modestes.  Les contrats de salaives qui
influent habituellement sur les effets réels des choes monétaires ont également une inci-
dence importante sur 'impact des effets des choes technologiques.

Le troisiemce chapitre développe et estime un modele d’équilibre général de 1a Grande
Modération qui inclut des rigidités de prix, une élasticité variable de la demande. ainsi
quune hypotheése de spécificité du travail a la firme. Tout en réconciliant les preuves
microéconomiques et macroéconomiques concernant. 'ajustement des prix. le modcle
explique de facon satisfaisante l'accroissement de la stabilité macroéconomique de la
période dite de Grande Inflation a celle de la Grande Modération. Le modele identifie les
chioes a 1'offre de travail comme étant la source principale de la réduction de volatilité de
la croissance de l'output. Toutefols. des changements dans le comportement du secteur
privé, une politique mondtaire moins acconnmodante. et des choes plus petits expliquent
d'nine manicre a peu pres ¢eale la réduction de 1a variabilité de inflation.

Mots-clés: Rigidités nominales, rigidités véelles: grande modération.



Abstract

This dissertation includes three essays on business cycle and monetary economics.
The first two chapters are concerned with endogeneous propagation mechanisms, while
the third chapter is about inflation dynamics and the “Great Moderation™.

The first chapter looks at the effeets of monetary policy and technology shocks from
the perspective of a dynamic general equilibrium model that features: 1) sticky nominal
prices, ii) a roundabout input-output structure, iii) a few real frictions and iv) a realistic
monetary policy in the form of a Taylor rule. The model is able to generate a short-run
negative response of hours worked following a positive technology shock and a positive
response in the medium run. consistent with the evidence reported in Basu, Fernald and
Kimball (2006). Unlike Dotsey (1999), the model predicts a short-run decline in hours
following a positive technology shock under alternative specificatious of the Taylor rule.
The difference in results is explained by the omission of habit formation in consumption
in Dotsey's model. This chapter also shows that a key feature of the model is the
interaction between sticky prices and the input-output structure which gives rise to
typical hump-shaped responses of real variables to a monetary policy shock.

The second chapter develops and estimates a dynamic general equilibrium model
that captures the salient features of postwar U.S. business cycles. These include the
positive serial correlation in the growth rates of output, consumption, investment and
hours worked, the near-zero serial correlation in real wage growtlh and the near-zero
correlation between hours worked and return to working. Thus, the model meets the
challenge of producing a plausible husiness-cycle persistence via its internal structure.
Our findings suggest that a successful model is one that features sticky nominal wages, a
relativelv small emplovment externality. mild consumption habit, and relatively modest
investment adjustment costs. Wage contracts which are usually seen as affecting mostly
the effects of monetary shoeks on the veal side of the cconomy, also have a significant
impact on the effects of technology shocks.

The thivd chapter develops and estimates a dynamic stochastic general equilibrium
model of the U.S. Great Maoderation that features sticky prices. a variable elasticity of
demand facing firms and firm-specific labor. While reconciling to a good extent the
niicroeconomic and macroeconomic evidence about the behavior of nominal prices. the
model accounts very well for the dramatic increase in macroeconomic stability from the
Great Inflation to the Great Moderation. Reminiscent of the evidence in Shapiro and
Watson (1988) and Hall (1997), labor-supply shocks are found to be the key source of
the sharp reduction in the volatility of output growth. However, changes in the behavior
of the private sector. a less accommodative monetary policy and smaller shocks explain
almost evenly the large decline in the variability of inflation.

Keywords: Nominal rigidities: real rigidities: great inoderation.



Introduction

The last decade has witnessed a rapid development in monetary business cycle mod-
els. These models build on the generation of husiness cycle models that have followed
Kyvdland and Prescott (1982). In the RBC literature, monetary policy is not relevant.
However. ciupirical evidence supports the hypothesis that monetary policy shocks have
significant real effects. General equilibrinm mmodels with sticky prices and/or wages are
consistent with this evidence. which makes them very popular and suitable for monetary
policy analysis.

[ this thesis. 1 use this last generation of dynamic stochastic general equilibrium
(DSGE) models to exainine several issues. I a few words, the first two chapters are con-
cerned with endogeneous business-cycle propagation, while the third chapter examines
inflation dvnamics and studics the sources of the ~Great Moderation”. In what follows
[ deseribe the main findings of the chaptors and their contributions to the literature.

The first chapter develops a DSGE model that explains the macroccononiic conse-
quences of the interactions between a ronndabout input-output structure. sticky prices,
a few plausible real frictions and Taylor-type of rules. The model is used to address the
following issnes. First. the predictions of the model concerning the adjustment of several
variables to a technology improvement are confronted with the empirical findings from a
structural vector autoregression (SVAR) where the technology shock is identified along
the lines suggested by Gall (1999). Second, following Dotsey (1999). the modcl serves
the purpose of analyzing the conditions under which a technologv improvement leads to
a short-run decline in hours worked in the presence of Tavlor rules. Thivd. based on the
empirical evidence that a monctary policy shock generates a persistent. hump-shaped
response of output (c.g.. Gali. 1992: Bernanke and NMihov. 1998 Christiano. Eichen-
baum and Evans {2003). we assess whether the interaction between the input-outpnt
structure and stickv prices gives rise to this typical pattern in the response of output.

There exists a vast literature on the effects of technology shocks on aggregate Anctu-

ations. A recent SVAR literature identifies a technology shock as the only one that has a
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permanent effect on output and labor productivity (e.g, Gall. 1999: Francis and Ramey,

2005a). Under this identification strategy. Gali (1999) shows that hours worked decline
in the short run following a technology improvement shock. Using annual data. Basu,
Fernald and Kimball (2006) construct a direct and “purified” measure of technology
that controls for non-technological factors that mav affect measured total factor pro-
ductivity., They Aud that when thechnology improves, the respouse of howrs is negative
i the short run and positive in the mediunt run. We corroborate this pattern in the
response of howrs using SVAR-1dentified technology shocks and postwar U.S. quarterly
data.

Our main findings are briefly summarized as follows. First, we find that the model
is able to replicate the dynamic responses of several variables to a technology shock
obtained from an estimated SVAR model. Second, unlike Dotsey (1999). the model
predicts a short-run decline in hours following a positive technology shock under alter-
native specifications of the Taylor rule. We show that the ambiguous result obtained
bv Dotsev (1999) concerning the response of hours under alternative Taylor rules is
attributable to his omission of habit formation. Third. the model delivers a short-run
decline and a medium-run rise in honrs following a positive teclmology shock.  The
medinm-run increase in hours is due to the presence of capital accumulation which re-
duces the impact of the wealth effect on labor supply. Would the model abstract from
capital accurmnmulation as in Gali (1999) or Gall and Rabanal (2004), it would predict
a decline of hours both in the short and medium run.

The model also produces a strong endogenous propagation. generating a persistent,
hump-shaped respouse of output following a monctary policy shock under plausible
paramecter values. The key factor leading to this finding is the intcraction between the
input-output structure and sticky prices. Either a higher Calvo-probability of price
reoptimization or a larger share of intermediate inputs into production will increase
the persistence of output and contributes to generate a hump-shaped pattern in the
respornse of output.

Finally, we also look at how the effects of techmnology shocks on employment can

change over time,  Empirical evidence in Basu et al. (2006) and Gali. Lopesn-Salido
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and Vallés (2003) suggests that a technology improvement had a more contractionary

impact on employment prior to 1980. Gali ¢t al. (2003) present ancedotal evidence that
this empirical finding might be explained by a shift in the U.S. monetary policy regime
that mav have taken place after 1980. Representing the shift in monetary policy by
a significant change in parameter values in the Taylor rules after 1980. we show that
monetary policy is unlikely te be the source of a change in the employment response
following a technology shock. Instead. we present evidence suggesting that smaller total
factor productivity (TFP) shocks after 1980 are a more plausible source of the rise in
the employment response following a technology improvement in the post-1980 period.

The second chapter seeks to explain the following postwar U.S. business-cvele saliont
features: i) real consumption is only half as volatile as output. i) real investment is twice
as volatile as output. iii) hours worked and labor productivity are 30 percent less volatile
than output, iv) the volatility of real wages is about half the volatility of output, v)
inflation is 40 percent less volatile than output, vi) consumption. investment, hours
and productivity are all quite procyclical, vii) labor productivity is almost uncorrelated
with hours worked. viii) inflation is mildly countercyclical, ix) output. consumption.
investment, and hours worked are all positively, serially correlated at relatively short
horizons and x) real wage growth exhibits almost no persistence.

It certainly is a challenge for any single model to account for all these stylized facts
at once. since adding a new theoretical ingredient to a model in order to improve its fit
on a particular dimension, often deteriorates its explanatory power on some other di-
mension. This sort of tension exists, for example. in the model of Kydland and Prescott
(1982) which features a time-to-build techinology and preferences for leisure that are
not time-separable. While the first ingredient helps dampen investment. fuctuations in
response to technology shocks, the second generates larger fluctuations in hours worked
by constraining hours supplied in different periods to be intertemporal substitutes. But
combining both ingredients also comes with a cost: the volatility of consumption is much
too low, the volatility of hours is not high enough, hours and productivity are strongly.
positively correlated. and the autocorrelations of employment growth predicted by the

model at short horizons arce counterfactually negative (¢.g., King. Plosser and Rebelo.



1988; Wen, 1998).!

This chapter develops and estimates DSGE models that shed new light on the coni-
prehensive set of business-cycle statistics described above. While pursuing our goal, we
have to take a stand on the number of frictions that our model must include. Heve.
our strategy is to focus only on a mix of nominal and real frictions that we think are
essential to meet our objective. while deliberately omitting several other features that
have recently vecetved attention in the broader literature.

Thie structural parameters of our models are estimated using a maximum likelihood
procedure.  Our sample of data runs from 1959:1 to 2006:1L. Our main findings can
be summarized as follows, Wage contracts last between 3 and 4 quarters on average.
Consnmption habit in the baseline model is mild compared to other estimates in the
literature. Taking into account the two habits. the evidence demonstrates that habit
formation on leisure choice is mild, and the degree of the consumption habit is mostly
unaffected by the presence of leisure habit. The estimates of investment adjustment costs
compare well with those of others (e.g., Christiano et al.. 2003). The labor externality
paraeter is much smaller according to our baseline model than to other studies that
have also used aggregate time series (e.g.. Wen. 1998). It implics a degree of increasing
returns to scale which is relatively simall and similar to the value preferred by Baxter
and King (1991). It is also in the range of the parameter values obtained hy Cooper
and Johri (1997) with plant-level data.

Turning to the baseline model’s ability to account for the salient features of postwar
business eveles. the evidence shows that it provides quite a good explanation of the
main stylized facts. First. the model broadly reproduces the size of relative fluctuations
for several ageregate variables. The model not only predicts that investment is much
more volatile than output. while consumption and hours are somewhat. less volatile than
output, but it also implies that the volatility of real wages, productivity and inflation

relative to the volatility of output are in broad agreement with the data.

"Such tensions also exist in other well known models. For example, in the indivisible labor model
of Hansen (1985) and Rogerson (1988), fluctuations in hours become larger by assuming important
nonconvexities thai mav make varying the mumber of employees more efficient than varving hours per
worker. but at the cost that the ratio of the volatility of howrs to the volatility of returm to working
becomes mich too Iarge. See also ansen and Wright (1992),
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Second, the model is able to reproduce some critical comovements between vari-

ables. For example, Christiano and Eichenbaum (1992) reinterpret the Dunlop-Tarshis
observation as a near-zero corralation between hours and productivity. Standard real
business cycle (RBC) models predict that this correlation should be high and positive.
The correlation between hours and productivity has attracted a considerable attention
in recent years (c.g., Baxter and King, 1991; Christiano and Eichenbaum, 1992: Hansen
and Wright. 1092: Braun. 1994: McGrattan. 1994). Ouwr baseline model corrveetly pre-
dicts that the correlation hbetween the growth rates of hours and productivity is weak
and positive.

Third. and perhiaps more importantly. the bascline model generates plausible business-
cycle dynamics. revealing the strength of its endogenous propagation mechanisms. King
et al. (1988) have shown that the standard neoclassical growth model driven by a per-
manent technology shock fails to gencrate persistence in the growth rates of output.
investment and hours. This finding leads them to conelude “that there are missing
dynamic elements” (King et al.. 1988 p.317) to the neoclassical growtl model. More
recently. Cogley and Nason (1995) have shown that this failure is shared by o large class
of real husiness cyele models. Our evidence suggests that the growth rates of output.
consumption, investinent and hours all exhibit a positive serial correlation that broadly
resembles the persistence ohbserved in the data. At the same time, the mocel correctly
predicts that there is little persistence in real wage growth.

To understand the baseline model’s driving mechanisms, we isolate the specific con-
tribution of each type of friction on our main results., We show that cach friction
contributes to the success of the bascline model in a significant way. Wage contracts
allow policy shocks to affect the real side of the cconomy and help generate the tvpical
hwinp-shaped nnpulse responses in several real variables. They also magnify the effects
of technology shocks on ontput, consumption. investiment and hours. Without the wage
contracts. ontput volatility would be too low and the model would not generate plausible
business-cycle dynainics,

Habit formation for consumption considerably dampens the initial response of out-

put, consumption aud hours following technology and policy shocks, making several
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variables respond in a hump-shaped fashion. Investment adjustiment costs help avoid

excessively large fluctuations in investment. output and hours. The emplovment extoer-
nality magnifies the effects of policy and technology shocks on consumption, investment,
hours and output. Without the externality, output fluctuations are too small. Further-
more. the externality has a significant impact on the response of real wages following
a policy shock: a postive policy shock induces a slight. decrease in real wages initially,
which is then followed by a rise in real wages during several periods as the evidence
suggests.  Without the externality, the response of real wages is quite countercyeli-
cal following a policy shock. Also, the correlation between hours and productivity is
significantly negative.

Using the estimated model featuring both types of habit. we gauge the relative
importance of habit formation in consumption and habit formation in leisure. Our
results suggest that consumption habit is more itmportant than leisuve habit for our
main findings. Without the leisnre habit, the results are almost unaffected. However.
dropping consumption habit from the model has a significant impact on the results,
especially on the short-run responses of output. consumption and howrs to technology
and policy shocks.

The third chapter explores the reasons behind the spectacular increase in macroe-
conomic stability from the Great Inflation to the Great Moderation. However. unlike
previous studies that seek to understand the causes of the large declines in the volatilities
of output growth and inflation (c.g.. McConnell and Perez-Quivos, 2000: Blanchard and
Simons. 2001: Stock and Watson. 2003; Sims and Zha. 2006: Smets and Wouters. 2007).
this chapter proposes a fully-articulated DSGE model of the postwar U.S. cconomy that
not only investigates the sources of the Great Moderation, but also tries to harmonize
for the first time in this strand of literature the empirical evidence from microecononiic
data suggesting that firms reoptimize prices relativelv frequently (e.g., Bils and Klenow,
2004: Golosov and Lucas, 2007; Nakamura and Steinsson. 2007; Klenow and Kryvtsov.
2008) with that from aggregate time series about the inertial nature of the inflationary
process (e.g.. Fuhrer and Moove. 1993: Gall and Gertler. 1999).

To this end. we estimate a DSGE model of the UU.S. economy that rests on two
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main pillars. First. followlng Kimball (1995), price-setting monopolistic competitors

face a variable clasticity of demand. Sccond. following Woodford (2003. chapter 3).
labor is specific to the firm or industry. While implying a plausible hehavior of prices,
our benchmark model goes a long way in the explanation of the Great Moderation.
capturing close to 80 percent of the sharp decline in the volatility of output growth and
86 porcent of the large fall in the variability of inflation.

Bascd on counterfactual experiments, we find as others do (e.g.. Stock and Watson.
2003: Sims and Zha, 2006; Smets and Wouters, 2007: Artas, Hansen and Ohanian. 2007:
Leduc and Sill. 2007), that the main drivers behind the reduced volatility in real output
growth are the shocks, However, unlike others before us, we identify labor supply shocks
as the key source of the increased stability in output fluctnations. Reminiscent of the
evidence in Shapiro and Watson (1988) and Hall (1997) suggesting that shifts in labor
supply have been the main determinant of postwar U.S. business cycles. our benehimark
niodel assigns close to 50 percent of the decline in the volatility of output growth to
smialler labor supply shocks. We also find that smaller investinent-specific shocks (e.g..
Greenwood, Hercowitz and uthnan, 1983: Fisher, 2006) account {or nearly 22 percent
of the fall in the volatility of output growth during the Great Moderation. In contrast,
the decline in the volatility of inflation is attributable almost evenly to changes in the
behavior of the private sector. a less accommodative monetary policy and smaller shocks.

Both the volatility of output growth and the variability of inflation have decrcased
dramatically during the Great Moderation, with the former falling by 55 percent and
the latter by 65 percent.? Three broad categories of explanations have heen proposed so
far to explain these large reductions. A Hrst category suggests that significant changes
in economic institutions, technology, business practices, or other structural features
have increased the capacity of the economy to absorly shocks. For example. McConnell
and Perez-Quiros (2000) and Kahn, McConnell and Perez-Quiros (2002) argue that
improved management of business inventories, resulting from advances in computation

and communication. reduces fuctuations in inventory stocks. dampening the cvclical

2lor further evidence on the Great Moderation. see Kim and Nelsou (1999). NMcConnell and Perez-
Quivos (2000). Blanchard and Simon (2001) and Stock  and Watsou (2003).
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movenients of output.* A second category. exemplified by the work of Clarida, Galf and

Gertler (2000) and Boivin and Giaunoni (2006), among others. says that the Federal
Reserve has fought inflation more aggressively after 1980, increasing the stabilizing
powers of monetary policy.? A third category, known as the “good luck hypothesis”,
claims that the economy has been prone to much smaller disturbances after 1984,

A recent literature has tried to reconcile the mieroceconomic and macrocconomic ev-
idence about the behavior of prices. Using sunumary statistics from the Consumer Price
Index micro data compiled by the U.S. Burcan of Labor Statistics, Bils and Klenow
(2004) arguce that firms change prices quite frequently. once every 4.3-5.5 months, de-
pending if they look at posted prices or regular prices. Focusing on regular prices,
Nakumara and Steinsson (2007) find that new prices are posted much less frequently,
once every 8-11 months. Still, the evidence in Klenow and Kryvtsov (2008) says that
the frequency of price changes is somewhere in between, once every 4-7 mounths, de-
pending on the treatment of sale prices. On the other hand. looking at the hehavior of
prices from the perspective of aggregate time series, Fuhrer and Moore (1993) provide
evidence from estimated vector-autoregression models indicating that inflation is quite
persistent. with positive antocorrelations out to lags of about three years.

Following Kimball (1995) and Woodford (2003, chapter 3, 2003). Altig et al. (2005)
and Eichenbaum and Fisher (2007) estimate a DSGE model where monopolistically
competitive firms face a variable elasticity of demand and firm-specific physical capital
is costly to adjust. Our model focuses instead on a variable clasticity of demand and
firm-specific labor. Woodford (2003 chapter 3) shows that factor firin-specificity may
increase the degree of strategic complementarity between price-setters. rendering current

. . . . [ T . P .
inflation less responsive to the marginal cost.” With a variable clasticity of demand and

*Using DSGT nodels. Tacoviello. Sehiantarelli and Schuh (2007) and Phanenf and Rebei {(2008)
provide evidence that changes in the volatility of inventorv shocks. or in structural parametors associatecd
with inventories have played a minor role in dampening the volatilitv of ontput growth and inflation
during the Great. Moderation.

*Stock and Watson (2003). Sims and Zha (2006) and Smets and Wouters (2007) argue that monetary
policy had a small impact on the decline in the volatility of output growth during the Great Moderation.

See also Bdge (2006) who locks at the impact of staggered nominal contracts and firm-specific labor
on the transmission of monetary shocks from the perspective of a DSGE model calibrated to the U.S.
postwar economy, and Matheron (2006) who uses Euro data to estimate a New Keynesian Phillips Curve
with firm-specific labor.
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firm-specific labor. a firm’s marginal cost depends positively on its own level of output.
Thus, when contemplating raising its price. a firm knows that a higher price lowers
demand and output. In turn, a lower output reduces marginal cost, other things equal.
generating the incentives for the firm to post a lower price. Therefore, with a variable
elasticity of demand and firm-specific labor, aggregate inflation is less responsive to a
given aggregate marginal cost shock.,

The cconomy is subjected to five types of shocks. Our choice of shocks can be justi-
fled as tollows. A Hrst shock is a random-walk multifactor productivity shock. A second
shock is an nvestiment-specific shoek in the spirit of Greenwood. Hercowity and Huf-
man (1988). Fisher (2006) provides evidence based on structural vector autoregressions
(SVAR) that investiment-specific shocks have played a key role during the postwar busi-
ness cycle. A third shock is one to the marginal utility of consumption. Using a DSGE
model with nominal rigidities and real frictions, Gali and Rabanal (2004) offer evidence
that this shock accounted for a large fraction of the eyclical variance of output during
the postwar period. The fourth shock is one to the marginal disutility of hours. Using
SVAR 1wodels. Shapiro and Watson (1988) show that labor supply shocks contributed
to at least 40 pereent of postwar output fluctuations at business cycle freguencies. Re-
cently. Hall (1997) has argued that this type of shock had a strong impact on short-run
output fluctuations. The fifth shock is one to the Taylor rule.

We adopt the following empirical strategy. First, we estimate the benchimark model
for a sample of data covering the years 1948:1 to 2006:1I. We use the cconometrie pro-
cedure proposed by Treland (2001. 2003). This allows us to compare our findings about
the frequeney of price reoptimization with those of others and to assess the ability of
the benchinark model to match the volatility of output growth. the variability of in-
flation and the comovement hetween ontput growth and inflation during the postwar
period. We find that the model reproduces these moments with accuracy. Assuming,
as in standard Calvo-style models, a constant demand elasticity and integrated labor
markets (i.c. without firm-specific l.a.bor). our estiniates suggest that firms reoptimize
prices once every 3.4 quarters on average during the postwar period (see also Gali and

Gertler, 1999). which scems like an implausibly long period of time. With a constant



10
elasticity of demand and firm-specific labor, the frequency of price reoptimization de-

creases to once cevery three quarters on average. With a variable ¢lasticity of demand
and firm-specifie labor. it dectines further, getting close to once cevery two quarters.

Meanwhile. the estimated model does quite well in matching the vector autocorrela-
tion function and the lagged cross correlations front a vector antoregression. The model
is able to predict a persistent inflation, despite our omission of any indexing schemie
linking current to past inflation.% It also gencrates positive short-run serial correlation
in the growth rates of per capita output and hours, implying plansible business-cycle
dynamics (c.g., Cogley and Nason, 1995). We find that shocks to the marginal disutil-
ity of hours account for the bulk of the cyclical variance of output diring the postwar
period, followed by investment-specific shocks.

The model is next reestimated using a sample of data covering the Great Inflation
(1948:1 to 1979:01) and the Great Moderation (1984:0 to 200G:01). Again. we find that
the benclimark model closely matcehes the volatility of real output growth, the volatility
of inflation and the correlation between output growth and inflation during the two
subperiods.  The model accounts for most of the sharp declines in the volatilities of
output growth and inflation, predicting a 43 percent fall in the volatility of output
growth and a 56 percent decline in the variahility of inflation after 1984. close to the
percentages observed in the data.

We are able to detect statistically significant changes in some structural parameter
values from the Great luflation to the Great Moderation. Habit persistence decreases.
The degree of investient adjustment costs increases. The Federal Reserve's tendency
to simooth changes in interest rates decreases, whereas monetary policy becomes less
accommodative in response to inflation (see also Clarida, Gali and Gertler, 2000). The
composite parameter governing the responsiveness of inflation to the mmarginal cost falls.
implving that the frequency of price reoptimization increases somewhat during the Great
Moderation. However, it always remains under three quarters in cach subperiod. We
also find important differences in the estimated variances of the shocks, but no strong

evidence of statistically significant changes in the persistence of the stochastic processes

“Fichenbamn and Fisher (2007) also consider the possibility of a lag between the time at which frms
reoptimize their price plans. and the time at which they implement the new plan.
¥ [ 1 . b
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Chapter 1

The Transmission of Shocks to Monetary Policy and
Technology: The Role of Intermediate Inputs and Sticky
Prices Under Taylor Rules

1.1 Introduction

This chapter develops a general equilibrinm model that helps understand the macroe-
conomic consequences of the interactions between a roundabout input-output structure,
sticky prices. a few plausible real frictions and Taylor-type monetary policy rules. The
model is used to address the following issues. First. the predictions of the model con-
cerning the adjustiment of several variables to a technology improvenent are confronted
with the empirical findings from a structural vector autoregression (SVAR) where the
technology shock is identified along the lines suggested by Gall (1999). Second. following
Dotsey (1999), the model is used to analyse the conditions under which a technology
improvement leads to a short-run decline in hours worked in the presence of Taylor
rules. Third. based on the empirical evidence that a monetary policy shock generates
a persistent. hump-shaped respouse of output (e.g., Gali, 1992; Bernanke and Mihov.
1998; Christiano, Eichenbaum and Evans, 2005). we assess whether the interaction be-
tween the input-output structure and sticky prices gives rise to this typical pattern in
the response of output.

A recent SVAR literature identifies a technology shock as the only one that has a
permanent effeet on output and labor productivity (e.g. Gali. 1999: Francis and Ramey,
2003a. b). Under this identification strategy, Gali (1999) shows that honrs worked

decline in the short run following a technology improvement shock.! Using annual

"It should be stressed. however that the response of hours worked to a positive techinology shock is
sensitive to the treatment of hours in the SVARD With first-differenced hours as in Gali (1999). hours
fall afrer a positive techiology shock. With hours in level as in Christiano. Eichenbaum and Vigfusson
(2004). hours rise. Still. the evidence in Fernald (2007) shows that hours fall even with hours entering in
level if a structural break in labor productivity is allowed. Using an improved measure of honrs worked.
Francis and Ramey (2003b) also find that both the level and the Arst-difference specification lead to a
fall in hours following a positive technology shock.
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data, Basu. Fernald and Kimball (2006) constrnet a direct and “purified” measure of

technology and find that when thechnology improves. the response of hours is negative
in the short run and positive in the medium run. We corroborate this pattern in the
respouse of hours using SVAR-identified technology shocks and postwar U.S. quarterly
data.

The model includes the following structural components. First. as in Basu (1995)
and Huang, Liu and Phancuf (2004), the model features an horizontal. roundabont
input-output structure. Second. nominal prices are reoptimized on the basis of Calvo-
type contracts (¢.g., Yun, 1996). Third, the model accounts for a variable utilization rate
of capital (e.g., Burnside and Eichenbaun. 1996; Christiano ¢t al., 2003). Fourth. the
model includes habit formation in consumption (e.g.. Beaudry and Guay, 1996; Fulrer,
2000: Christiano et al.. 2005). Fifth, investment is costly to adjust (e.g.. Christiano
ot al., 2005). Sixth, we use different Taylor-tvpe specifications for the monctary policy
rule.

Our main results are as follows. First. we find that the model is able to replicate the
dynamiic responses of several variables to a technology shock obtained from an estimated
SVAR model. Sceond. wilike Dotsey (1999). the model predicts a short-run decline in
hours following a positive technology shock under all different specifications of the Tayvlor
rule that we examine. We show that the ambignous result obtained by Dotsey (1999)
concerning the response of hours under alternative Taylor rules is attributable to his
omission of habit formation. Third, we show that the model delivers a short-run decline
and a medium-run rise in hours following a positive technology shock. The medinm-
run increase in hours is due to the presence of capital accumulation which reduces the
impact of the wealth effect on labor snpply. Would the model abstract from capital
accumniulation as in Galf (1999) or Galf and Rabanal (2004). it would predict a decline
of hours both in the short and medium run.

The model is also able to produce a strong endogenous propagation, generating a
persistent, hump-shaped response of output following a mouetary policy shock wnder
plausible parameter values. The key factor leading to this finding is the interaction

between the input-output structure and sticky prices. Either a higher Calvo-probability
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of price reoptimization or a larger share of intermediate inputs into production will

increase the persistence of output and contribute to gencrate a hump-shaped pattern in
the response of output.

Finally, we also look at how (he eflects of technology shocks on employment can
change over time. Empirical evidence in Basu et al. (2006) and Gali. Lopez-Salido
and Vallés (2003) suggests that a technology imiprovement had a more contractionary
impact on cmployment prior to 1980, Gall et al. (2003) present ancedotal evidence
that this empirical inding might be explained by a shift in U.S. monetary policy regime
that could have taken place after 1980. Representing the shift in monctary policy by
a significant change in parameter values in the Taylor rules after 1980, we show that
monetary policy 1s unlikely te be the source of a change in the employment response
following a technology shock. Instead, we present evidence suggesting that smaller TFP
shocks after 1980 are a more plausible source of the rise in the cmployment response
following a technology improvement in the post-1980 period.?

The remainder of the chapter is organized as follows. Section 1.2 presents the SVAR
evidence on the eflects of technology shocks. Section 1.3 deseribes the DSGE modcl
that serves for the purpose of our investigation. Scction 1.4 justifies the choice of our
calibration. The main results are presented and discussed in Section 1.5. A sensitivity

analysis is conducted in section 1.6. Section 1.7 provides conclusions.

1.2 The Effects of Technology Shocks in a SVAR Model with Long-

Run Restrictions

Following Gali (1999). we identify the technology shock as the only one that has a
permanent effect on labor productivity. We consider the following six-variable moving
average representation:

Yy = C(L)ey,

“See chapter 3 for more details on this evidence.



15

where
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C(L) is an infinite 6th order polynomial in the lag operator L, and A is the first-
difference operator. The vector Y, includes average labor productivity growth (Awx,).
the rate of change of hours (Ah,). the rate of change of nominal wage (Awy). the rate
of inflation (Apy). a capacity utilization rate (z). and the short-term nominal interest
vate (1); 27 is the technology shock and :1’ g/’ 2l gf. g} are non-technological shocks.
The long-rn restriction stipulates that the unit root in average labor productivity
results exclusively from the technology shock. This assmption implies that C(1) =0
for i =2,3.. .. The system is estimated using the ecconometric procedure proposed by
Shapiro and Watson (1988). The data, which are quarterly, cover the sample 1950:1-
2001:1v.?

Figure 1.1 displays the impulse responses of some selected variables to a positive, one

4 Howrs decline in the short run when technology improves,

percent technology shock.
overshooting their pre-shock level two years after the shock. Note also that after a slight
short-run decrease, output gradually rises towards its higher steady-state level. As it is
the case for hours. the capital ntilization rate falls in the short run and then increases
in the medium run. Real wages gradually rises towards their higher steady-state level.

Tnflation falls weakly but persistently. The nominal interest rate also weakly declines.

These findings are broadly consistent with those reported by Basu et al. (2006).

3The data are taken from the Haver Analvtics Economics Database. Ontput is the output in the
nonfarm business sector (LXNFO). Hours are measured by total hours in the nontarm business sector
(ILXNT'H). Noroinal wage is the compensation per hour in the nonfarin business sector (LXNFC). Ca-
pacity utilization series is the manufacturing industry’s capacity index (CUNMEQG). Nominal interest rate
i~ the Three-Month Treasury Bills (FTBR3). The price index is the implicit price deflator in the nonfarm
husiness sector {LXNFELD). Output and hours are converted to per capita terms after being divided by
the civilian noninstitutional population 16 yvears and over (LNN).,

"As a robustness check. we allow lowrs to enter the system in deviations from a quadratic trend.
The results ave similar to those obtained in Figure 1.1,
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1.3 The Modecl

This scetion describes the main building blocks of the model. The cconomy con-
sists of a representative household. a finished-good producing firm. a large number of
intermediate-good producing Arms indexed by 4 on the continuum 0 to 1, and a central

bank.

1.3.1 The Representative Household

The infinitely lived representative household derives utility from consumption and

leisure. His preferences are represented by the expected utility function:

E()Zﬁ’ <1n((*,_ —boCyy) + T U : (1- Hl)]*\) _ (1.1)

1=0 '
where 8 € (0.1) is the subjective discount factor. € is a ’(:omposit(: of cifferentiated
consumption goods at period ¢, and b € [0, 1] measures the degree of habit formation.

The household enters period f with bond holdings B, —; and a predetermined stock
of physical capital I{;. He supplies [, units of hours at the nominal wage rate W,
and rents K nnits of capital at the nominal rental rate RY to the intermediate-good
producing Aris. As in Christiano et al. (2003), we assume that 2. the utilization rate
of capital. is set Dy the houschold at the cost of u(z) Ay, which is expressed in units of
the finished good. It is asswmed that u(.) is an increasing and convex fanction satisfying
u(l) = 0.

At the end of period #, the household receives total dividends D, from the firms.
He purchases By units of bonds. C; units of the consumption good, and I; units of an
investment good at the nominal price P, from the finished-good producing firm. Let R,
be the gross nominal interest rate between periods / and ( + 1.

The houschold faces the fow budget constraint:

(] 1R) o B AW H A+ R+ D,

Cr+ 1+ 2 + () I P

In order to prevent the household from runuing Ponzi schenes, we impose an explicit

borrowing constraint: By > —B, B > (.
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The capital stock evolves according to:

Kigr = (1 =0) K+ (1= S(L/L-1))] (1.3)

where 4 is the depreciation rate. Following Christiano et al. (2005). the second term
on the right-hand side of (1.3) embodies investment adjustment costs. The function
S(.) is positive, convex and it satisfies S(a) = 8’({a) = 0, where the parameter a is
the steady-state gross growth rate of output (see below). Investinent adjustment costs
allow Tobm's Q to vary in response to the shocks. The household seeks to maximize his
utility function (1.1) snbject to the budget constraint (1.2) and capital accumulation
equation (1.3).

The first-order conditions of the houschold maximization’s problem are:

1 1
AN=| =——— ] -3bE, | —— | . 1.4¢
’ <CI. - bCz_1> e (Cl+l - bCz.) (1)
n(l— H) X =AW /P, (1.4h)
DY A P R;\-Fl N N .
Qr =L |Avvi+ B AT w(zig) + (1 =0)Qr| | (Lde)
t+1
) 1= L |31 Qi S (e )7, |
Q= - - 2 (1.dd
: 1= S(0) =S (vl
W (z) = RE/P, (1.4e)
where A, denotes the multiplier on the budget constraint (1.2) and vy, = l\;j‘"'l . Equa-

tions (1.4a) and (1.4b) definc the consumption/lcisure trade-off and state that the
marginal rate of substitution between consumption and leisure is equal to the real wage.
The Fuler condition for capital (1.4c¢) illustrates that the shadow price of installed cap-
ital as measured by marginal Tobin's Q depends on the expected future Q value net of
depreciation plus the expected future return on capital minus the cost of changing the
future rate of capital utilization. Equation (1.4d) gives the optimal level of investiment.
It hmplies that investment is increasing in Q. Equation (1.4e) indicates that the optimal
rate of capital utilization involves weighting the benefit and cost of a marginal increment.

in utilization.
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1.3.2 The Finished-Good Producing Firm

The representative finished-good producing firm acts competitively in the finished
good market. It produces a quantity ¥; of the finished good using the Dixit-Stiglitz

aggregator:
0/(0-1)

|
Y, < [/ );F,"‘”/“di} , (1.5)
S0

where Y, denotes the quantity of the intermediate good i used in the production of
the finished good. and the parameter ¢ > 1 is the elasticity of substitution hetween
differentiated interinediate goods.

The finished-good producing firm purchases Y;; at price P,,. The first-order condi-

tion corresponding to the profit maximization problem is:

P», -0
T ( H’) Y, (1.6)

The abscnce of profits for the firm implies:

| 1/(1=-0
P = UO PJ[”di} . (1.7)

1.3.3 The Intermediate-Good Producing Firms

The intermediate-good firm 7 uses capital services z K, labor H; , and an interme-

diate input X, to produce, according to the following technology:

(R ) (AT TOXE = A i (3K, (AH ) T OXE > A

0 otherwise,
(1.3)

where the termn in square brackets corresponds to value-added, o € (0, 1) is the share
of capital services in value added, and the ¢ ¢ (0.1) denotes the share of intermediate
inputs into production. The parameter @ > 0 represents an endogenous conmon fixed
5
cost.
Ay denotes the aggregate labor-augmenting level of technology. [t is generated by

the following logarithmic randon-walk proeess with drift:

(A = In(a) + In(A,_y) + 4. (1.9)

*Rotemberg and Woodford (1995) argue that average pure profits in the U.S. economy have been
close to zero. In our context. this possibility is allowed through the introduction of the fixed cost.
: g
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where a > 1, g, is a zero-mean. seriallv uncorrelated. normally distributed variable

with standard deviation o,.
All inputs are produced in competitive markets. Each period. the representative

firm’s cost-minimization problem implies the following first-order conditions:

Y, + AP 4%
(1l—a)(l—0) (%) mep = 1—)/’ (1.10a)
Yii+ A Ry _
n(l— @) | ———— G = —, 1.10t
af h) ( K. )m(, B ( )
Yir+ A
o <_’)_(t’_t_> me =1, (1.10¢)

where me denotes the aggregate real marginal cost. The cost minimization conditions
state that the firm equates the marginal product of cach of input to its real price.

I each period. a firm ¢ faces a fixed probability 1 — & of reoptimizing its price
Py, Accordinglyv. the average amount of time between price reoptimization is given by
/(1 =€), Following Christiano et al. (2005), we also assume that firms which are not

permitted to reoptimize their prices in a period use the following simple rule of thumb:
K
D= T Do,

where 7, = I%/P—;. Hence. these firms partially index their prices to past inflation.
with & measuring the degree of indexation. As in Christiano ot al. (2005). the case
k = 1 corresponds to full indexation of prices. Such an indexation scheme increcases
infation persistence.®

Let d;4; be the real profit of the representative firm in period { + j; dy; is given by:

diy; = [(Pz,l./]—)f.+])l_a(PL+_7—l/PL—I)N - (Pz',/‘/Pz+j)_UT”C/+]] Yiyj — Ayj®maoy,.
(1.11)
In a symumetric equilibrium, all firms allowed to reoptimize prices choose the same

optimal price £7.7 Profit maximization leads to the following first-order condition for

"The evidence in Gali and Gertler (1999) lends support for the presence of lagged inflation in the
New Keynesian Phillips Carve (NKPC) equation.

"Note that this is not alwavs the case. Golosov and Lucas (2007) develop a general equilibrium
mocel with state-dependent. pricing in which heterogeneity in individual pricing decisions arises due to
idiosvneratic productivity shocks.
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the relative price P/ 7.
P BT [(Mrasf M Ty Vi)
oy, _ —
P Er 32208 [N /AP P j) =0 Pm v/ Peey )" V)

(1.12)

where y1 = % > 1 is the steady-state markup of price over marginal cost. which is also
the desired markup with perfectly flexible prices. Note that, as « rises. the elasticity of
the firm’s optimal relative price to past inflation increases.

The aggregate price level in expression (1.7) can be veformulated as:
P = (=P g P (1.13)
The aggregate resource constraint of the economy is given by
Vi=Cr+ I +ulz)K + X, (1.14)
It is useful to define the value-added Y; as
V=Y - X, (1.13)

In what follows, we refer to valuc-added as output.

1.3.4 The Monetary Policy

We assume in the benchimark model that the Federal Reserve sets the nominal

interest rate in accordance with the following Taylor-type of rule:
Ry =p,Rioy + (1= p)(pafts + o) + €t (1.16)

where 1?,. 7 and 4y, denote the deviations of the nominal interest rate, the rate of
inflation and the growth rate of output front their respective steady-state values, and
2.0 18 a zero-niean. serially uncorrelated, normally distributed variable with standard
deviation o,.

This specification differs from the standard Tavlor (1993) rule. First. it allows for
the gradual adjustment of the nominal interest rate. Secoud. it features the growth rate
of the output gap rather than the level of the output gap. Other examples of models
where the Taylor rule features output growth include Erceg and Levin (2003). Gali and

Rabanal (2004) and Liu and Phancuf (2007).
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1.3.5 Equilibrium

Under clearing of factor markets, we have f()l H,=H, . ']i)l K, = R, and .]bl Xy =
X, while under clearing of the bonds market, 3, = B, = 0.

The household’s preferences and the production technology are consistent with bal-
anced growth. DBecause of the random-walk specification for technology. the follow-
ing transformations are required to ensure stationnarity: ¢ = C//A,. y = Y, /A,
o= Y A i = LA iy = Ko JAL o = XA, we = (W /0)/AL A = AA.
a; = A/ /A Z1. Furthermore. we let r,‘" = R:"/P,.

The rational expectations equilibrivm for this cconomy is a set of endogenous pro-
cesses for {¢;, Hy, kg . 21, rR w,, A, omer Ry, ye U 2, Pr Pr, Arh. that satisfies the
following conditions: (i) taking all prices and real wages as given. the houschold solves
his utility optimization problem (1.1) subject to his budget constraint (1.2) and the cap-
ital accumulation equation (1.3): (i} taking the factor prices and all prices but its own
as given. cach firm solves its profit maximization problem: (iii) the monetary authority
follows (1.16): (iv) markets for factors. houds and goods clear. These are given the
initial condition of the cconomy and the exogenous processes for the technology shock

(1.9) and the monetary policy shock.

1.4 Calibration

The calibration of the model’s parameters is typical in the business cycle literature.
First. the required zero-profits condition for the Arms at the steady state implies that
the share of the fixed cost in gross output is equal to jr — 1. The quarterly depreciation
rate ¢ is set equal to 0.025. which implies an annualized depreciation rate of 10%. The
share of capital in valuc-added o is set equal to 0.36. We calibrate the steady-state
values of the gross nominal interest rate R, and the gross growth rate of technological
progress a, such as to match U.S. data over the period 1950:1-2001:1V.

With respect to the cost share of the intermediate input ¢. available evidence sug-

gests avange of 0.5-0.7.% So we set ¢ equal to 0.6. The paramcter y is chosen such that,

fBased on the 1998 Annual Input-Output Table of the Bureau of Economic Analysis for the 0).S.
manufacturing sector. Huang. Liu. and Phancuf (2004) estimate that ¢ lies between .55 and 0.74. Nevo
(2001) found that the share of materials in the U.S. food sector (SIC20) over the period 1988-1992 is
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the Frish elasticity of labor supply is 1.1, which complies with the estimates of Mulligan

(1998). The paramcter n is set such that the steady-state fraction of time endowment
devoted to market work cquals 0.30. The clasticity of the real rental rate of capital
with respect to capital utilization rate o, = 7:,_/,/((]1) is calibrated along the lines of Altig.
Christiano. Eichenbawm and Lindé (2005). precisely o, = 2. The curvature parameter
S”(a) controlling for investment adjustment costs is sct cqual to 3, also consistent with
the estimates of Altig et al. (2003). The values of o, and S”(¢) do not matter for the
calculation of the steady state of the economy. but they do for the model’s dynamics.
The habit parvameter b is set equal to 0.8, which agrees with the estimates of Fuhrer
(2000). Basu and Fernald (2000) suggest that. controlling for variable inputs utilization,
the estimate of the value-added markup is 1.05: while the latter rises to 1.12 without
any correction for variable utilization. Since we allow for variable capital utilization. it
is reasonable to set § = 1l so that g = 1.1, We set £ = 0.75. huplying that the average
frequency between price adjustment is one vear. consistent with Taylor's (1999) survey.
The indexation parameter ~ is set equal to 0.75, which lies between the point estimate
of 0.66 reported in Smets and Wooters (2003) and the value of 1 imposed by Christiano
ot al. (2005).

With respect to the interest-rate rule, we set pr to 1.5, pyy to 0.23. and p,. to 0.75.
Finallv. we fix the standard deviations of the shocks a,. and o, to 0.01 and 0.003
respectively,

To examine the propertics of the modcel. we take a log-lincar approximation of the
model’s equilibrium conditions around the steady state. The resulting system of linear

differcnce equations is solved using the methods outlined by Klein (2000).
1.5 Results

1.5.1 Impulse Responses

Figure 1.2 compares the model-based impulse responses to a technology shock with
their cmpirical counterparts. Notice first that hours worked. capital utilization rate and

intermediate input all fall on the impact of the shock. Tlie responses of inflation and

0.634.
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the nominal interest rate are also negative. In the model as in data, the initial response

of output is close to zero. The short run negative effect of a technology improvement
on inputs Is consistent with the findings of Basu et al. (2006).

The tracitional explanation of Gali (1999) applies here to understand the contrac-
tionary effects of the technology shock. The rise in productivity created by the shock
is not accompanicd by a similar if not a larger risc in aggregate demand. The faint
reaction of demand is expected to occur in a context of price rigidity and a weekly ac-
commodative monctary policy. Dotsey (1999) argued that an output-growth rule is less
accomntodative of the technology shock than o standard Taylor rule that involves the
output gap, which helps obtain a fall in howrs worked and inflation. Henee, our results
sugeest. that Dotsey’s findings still hold within a richer theoretical framework includ-
ing monetary policy inertia and an input-ouput structure under plausible parameter
values,

Figure 1.3 shows the response of the economy to an expansionary monctary policy
shock. We see that output. consumption. investment. and hours worked rigse in a hump-
shaped manner. which is cousistent with the VAR literature (see c.g.. Christiano ct al..
2005). This is because the model includes several internal propagating mechanisms. In
the next section we discuss the role plaved by some of these mechanisms in gencrating
endogenous persistence.

On the whole, the model sueceeds i accounting for the dynamic response of the

sclected variables to both technology and monctary policy disturbances.

1.6 Sensitivity Analysis
1.6.1 The Role of Capital Accumulation

I this seetion we examine the contribution of capital acciimulation to the predictions
of the model concerning the response of the economy, especially hours worked. to a
technology shock. To do so. we consider a version of the benchmark model in which
we abstract from capital. Figure 1.4 displays the results. Notice that without capital,
hours worked still decline on the impact of the shock but adjust to their pre-shock level

in a monotonic way. Once we allow for capital, hours fall initially and overshoot their
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steady-state level in the medium run. So with capital accumulation, the model is able

to match better the empirical response of hours worked and also output.”

The reason for these findings is that in the no-capital case, consumption adjusts
nore quickly to its new steady-stale level. which strengthens the wealth eflect and
consequently results in a larger decline in hours worked on impact of the shock and
prevents then from increasing in the medium run, Tin other words. the presence of capital

by making the adjustment of the economy, especially consumption. more gradual
allows the substitution effect to be more important than the wealth effect and thereby

the response of hours can be positive fow periods after the shock. ™

1.6.2 Price Rigidity, Intermediate Inputs and the Real Effects of Monetary
Policy Shocks

We can attribute the success of the model in generating persistence to two elements:
price stickiness and the presence of intermediate inputs in the production function.!!

The first column of figure 1.5 shows the response of output and the price level to a
negative interest rate shock for different values of @ . We fix all the remaining parameters
at their benchmark values. Notice that when ¢ is very small, the response of output
reaches its maximum in the first period of the shock. As ¢ rises, the response of output
becowmes hump-shaped, and the adjustiment of the price level displays more sluggishness.
Therefore, for an empirically plansible range for ¢, say 0.5-0.7, the model succeeds in
generating persistent responses of output and prices following a monetary policy shock,
in a way that is consistent with the data.

The second column of figure 1.5 displays the response of the same variables for
different settings of the probability £, When firms change theiy prices very frequently

(¢ = 0.5), the response of output is monotonic. For higher degrees of price rigidity.

YWith capital accumulation. the initial response of output is smaller than that obtained without
capital. That’s why it is closer to the one obtained from the VAR, which is close to zero,

Ysing a specification incinding both price and wage rigidities but no capital accumulation. Gali
and Rabanal (2004) also obtained a negative initial response of hours worked after a technology shock
[ollowed by a monotonic adjustment

"Since the hump-shaped pattern of the response of outpnt, its components and employment to
monetary policy shocks is incontestable in the literature. we need not to provide here any finrther
evidence on these stvlized facts.
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output exhibits a hump-shaped pattern and the price index adjusts more gradually to

its new steady-state level. Hence, there exists a positive interaction between these two

. . . . )
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1.6.3 Output-Growth vs Output-Level Rule

As showed by Dotsey (1999), the response of the cconomy to a technology shock is
sensitive to the specification of the monetary policy rule. To assess this view, we compare
the results obtained using our benchmark policy rule with those obtained using the more

standard interest rate rule:
f?., = /).,.f?,_] +(1—=p.) [/)ﬁﬁt + /):,,f/,] + & (1.17)

Otherwise, we keep the benchmark calibration nnchanged.

Figure 1.6 displays the results. The main finding here is that under the more ac-
commodative rule (1.17) the impact response of hours is still negative but its magnitude
is smaller compared to thal of the benchimark case. These results are in contrast with
those of Dotsey (1999). In order to reconcile owr findings with his, note that his model
includes capital adjustment costs but no habit formation in consmuption. Since we
allow for hoth of these frictions, it is possible to obtain a fall in hours worked after a
technology shock following the lines of Francis and Ramey (20054) even with an accon-
modative policy rule,

Figure 1.7 confirmus this intuition. It displays the same results as those in Figure 1.6
under a version of the henchmark model that abstracts from consumption habit, i.e.,
b = 0. As expected, the response of hours worked becomes positive under the standard
rule but remains negative under the benchmark rule. We conclude that we nced more
than one friction that reduces the magnitude of the inerease in the aggregate demand

in response to the technology shock to obtain an initial fall in hours worke.
1.6.4 The Impact of Technology on Hours Worked Over Time

Gall et al. (2003) presented evidence concerning the significant change in the initial

response of criployment to a technological improvement from largely negative in the

2 Bergin an Feenstra (2000) found a positive interaction between intermediate inputs and a translog
demand structure in propagating monetary policy shocks.
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pre-1979 period to mildly negative in the post-1979 period. This result is corroborated

by Basu et al. (2006) who found that the initial response of hours worked to a technology
shock goes from -0.62 % (significant) in the 1949-1979 period to -0.29 % (marginally
significant) in the 1980-1996 period.

In this section we investigate the validity of Gali et al.’s suggestion that this could
be linked to the change in the U.S. monetary policy regime over time,' To do so, we
need an cmpirically plausible ealibration for the monetary policy rides that might have
been pursued by the Federal Reserve over the postwar era. Scveral enmipirical studies,
including Clarida. Gall and Gertler (2000), found that the rvesponse of the Federal
Reserve's nominal interest rate to changes in inflation has dramatically changed from
the pre-1980 period to the post-1980 period. Based on Clarida et al., we assume that
the Fed has conducted the monetary policy nsing the rule (1.17) with the following
calibration: pp = 1 for the pre-1980 period. and p, = 2 for the post-1980 period.
We keep the coeffeients g, and p, fixed at their benchmark values since there is little
evidence for their instability over time.

We compute the response of the economy to a technology shock using (1.17) under
the two calibrations for pr. The results are displayed in Agure 1.8, [t can be seen that
the drastic change in the value of px from 1 1o 2 not only has a small ellect on the
response of hours worked but that it also leads to a more negative response of hours,
which is in contrast with the evidence, Therefore, our simmlation results cast doubt on
Gall et al.’s suggestion. These findings scem to be robust to plausible changes in pr.
even if we replace the output gap by the output growth, i.c.. using our benchmark rule
(1.16).

A closer Took at the reasons behind the hypothetical ¢hange in the relation between
technology and hours over time is beyond the scope of this chapter. However, we
can provide some possible explanation for this finding. Several studies found that the
economy has been buffeted by smaller shocks during the 1980-2000 period compared to
the previous era. For example, Ircland (2004), and Smets and Wouters (2007) found

that the volatility of the technology shock has decreased from the earlier to the later

Pt is widely admitted that the Federal Reserve policy regime has clearly changed since October 1979.
See e.g.. Clarida et al. (2000). Estrella and Fuhrer (2003). Ireland (2003). and Tayvlor (1998).



27
period. It is not difficult to understand that a lower value of the standard deviation of

the technology shock should be accompanied by a smaller initial negative response of
hours worked. Hence, a change in the properties of the technology shock can be one
factor behind the possible shift in the link between technology and employment over

time.

1.7 Conclusion

In this chapter, we constructed a sticky price model that featires an input-output
production structure and a number of real frictions. Once calibrated with empirically
plausible values, the model performs quite well in accounting for the dynamics of selected
macro variables indnced by permanent technology shocks as well as monetary policy
shocks.

Particularly. our model succeeds in matching the response of hours worked to a
rechnology shock, which is charactorised by a decline in the short-run followed by a vise
in the medium-run. The initial decline in hours is mainly driven by the presence of hoth
habit persistence in consumption and investment adjustinent costs and it is robust to
the use of an accommodative monctary policy rule. As to the increase in the subscquent
periods, it is mainly attributable to the presence of capital accumulation.

One important implication of the model is the positive interaction hetween price
rigidity and intermediate inputs in producing endogenous persistence. Consequently.
we are able to obtain the stylized hump-shaped response of output to a monctary policy
shock.

Finally. our simulations suggest that the effects of a technology shock on employment
over time could not be explained by a change in the monctary regime but rather by a

change in the size of the technology shock.
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Figure 1.1: Var-Based Impulse Responses to a Technology Shock:
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Output

-1
-2
0 5 10 15 20
Real wage
15 1
1
05 /_-
0 A AP B S R e P ) L
_05 )
5 10 15 20
Inflation
0.4
0.2
0‘ ...................................
02 e
-04 ‘ :
10 15 20

Dashed lines: 95% conlidence interval.

Hours

10 15 20

Capacity utilization

-1
_2 s
0 10 15 20
Nominal interest rale
0.4 ————
0.2
0 ............................
-0.2
_04 s
0 5 10 15 20

28



29
Figure 1.2: Model-Based vs Empirical Impulse Responses to a Technology

Shock
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Figure 1.3: Impulse Responses to an Expansionary Monetary Policy Shock
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Figure 1.4: Role of Capital Accumulation
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Figure 1.5: Interaction Between Price Rigidity and Intermediate Inputs
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Figure 1.7: Output-Growth vs Output-Level Rule: with /=0
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Figure 1.8: Effects of a Change
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Chapter 2

An Estimated Model of U.S. Postwar Business Cycle
Dynamics

2.1 Introduction

Postwar U.S. business eyeles are characterized by the following salient features (sce
the evidence with log-differenced data presented in Table 2.2): 1) real consumption is
only half as volatile as output. i) real investment is twice as volatile as output. iii)
hours worked and labor productivity are 30 percent less volatile than output, iv) the
volatility of real wages is about half the volatility of output, v) inflation is 40 percent
less volatile than output. vi) consumption, investment, hours and productivity are all
quite procyelical, vii) Tabor productivity is almost uncorrelated with hours worked.
viii) inflation is mildly countereyclical, ix) output. consumption, investinent. and hours
worked all are positively, serially correlated at relatively short horizons and x) real wage
growth exhibits almost no persistence.

[n this chapter we develop and estimate DSGE models that shed new light on the
comprehensive set of husiness-cycle statistics described above,

Owr framework features monopolistic competition in both the goods market and
the labor market (c.g.. Blanchard and Kiyotaki, 1987). 1t cmbeds the following key
ingredients. First. the economy is subject to two types of shocks: a permanent technol-
ogy shock and a shock to the Taylor rule or monetary policy shock. Second, nominal
wages across houscholds that are imperfectly competitive in their labor skills are set by
staggered contracts. Third, investiment is costly to adjust. Fourth. the model features
temporal nonseparabilities in preferences. i.e.. habit formation hoth for consumption
and leisure.  Fifth. the production technology inchides a labor externality in a way

suggested by Baxter and King (1991).
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The structural parameters of our models are estimated using a maximum likelihood
procedure {c.g., Ireland, 2001, 2003). Our sample of data runs from 1959:1 to 2006:11.
Our main findings can be summarized as follows. Wage contracts last between 3 and
4 quarters on average. Consumption habit in the baseline model is mild compared to
other estimates in the literature. Taking into account the two habits, the evidence
shows that habit formation in leisure choice is mild, and the degree of the consumption
habit is mostly unaffected by the presence of leisure habit. The estimates of investment
adjustment costs compare well with those of others (e.g., Christiano et al., 2003). The
externality parameter is muclh smaller according to our bascline model than that found
in other studies (c.g., Wen, 1998). It implies a degree of increasing returns to scale
which is relatively small and similar to the value preferved by Baxter and King (1991).
It is also in the range of the parameter values obtained by Cooper and Johri (1997) with
plant-level data.

Next, the bascline model broadly reproduces the size of relative Huctuations for
several aggregate variables. The model not only predicts that investnient is much more
volatile than output. while consumption and hours ave somewhat less volatile than
output. but it also predicts that the volatility of real wages, productivity and inflation
relative to the volatility of output are in broad agreement with the data.

The model is able to reproduce some critical comovements. It correctly predicts
that the correlation between the growth rates of hours and productivity is weak and
positive.

The model also generates plausible business-cycle dynanics, revealing the strength
of its endogenous propagation mechanisms. Qur evidence suggests that the growth rates
of output. consumption, investrment and hours all exhibit a positive serial correlation
that broadly resembles the persistence observed in the data. At the same time. the
model correctly predicts that there is little persistence in real wage growth.

Oy sensitivity analvsis shows first that wage coutracts allow monetary policy shocks
to affeet the real side of the cconomy and help generate the typical hump-shaped impulse
responses in several real variables. They also magnifv the effects of technology shocks

on output, consuinption. investment and hows. Without the wage contracts, output
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volatility would be too low and the model would not generate plansible business-cycle

dynamics.

Second, habit formation for consumption considerably dampens the initial responsc
of output. consumption and hours following technology and policy shocks, making sev-
eral variables respond in a hump-shaped fashion. Investment adjustment costs help
avold excessively large fluctuations in investment. output and hours. The employinent
externality magnifies the effeets of policy and teehnology shocks on consumiption. in-
vestiient. hours and output. Without the externality. output Anctuations are too small.
Furthermore. the externality has a significant itpact on the respouse of real wages fol-
lowing a policy shock: a positive policy shock induces a slight decrease in real wages
initially. which is then followed by a rise in real wages during several periods as the
evidence suggests. Without the externality, the response of real wages is quite counter-
cyclical following a policy shock. Also, the correlation between hours and productivity
is significantly negative,

The remainder of the chapter is as follows. Section 2.2 provides a description of
the model. Section 2.3 discusses the estimation procedure. Section 2.4 presents and
analyscs our main findings. Scction 2.3 provides concluding retarks.

2.2 The Model

We assume an ccononty populated by a large number of members of a representative
household, each endowed with a differentiated labor skill indexed by 4 € [0.1]; and a
large inmber of firms. each producing a differentiated good indexed by ; € |0, 1]. There
s also a monctary anthority that sets the nominal interest rate according to a Taylor

rule.

2.2.1 The Household

Denote by H; a composile skill which is related to the dillerentiated labor skills

{H'i..I}[o\[] by

1
H, = {/ g0 g , (2.1)
(

O [ (0= 1)
) }

where 8,. € (1, x) is the elasticity of substitution between skills. The coniposite skill is
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produced in an agaregation sector that is perfectly competitive. The demand function

for labor skill 7 resulting from the optimizing behavior in the aggregation scctor is given

u (Wi —""-H (
= "Vl Lt

where the wage rate TV, of the composite skill is related to the wage rates {11, ,},2

by

S
[N]
~—

0.1]

of the differentiated skills by

1 1/(1=th)
W = [ / Iflf,{,‘a"-'cii} | (2.3)
S0

The houschold has a utility function.

o .1
I:‘Z,’i’ [m(c, —bCy_y) - ( X (H,, - /;flh,_,)“‘”d/ﬂ . (2.4)
=0 Jo 147

where E is the expectations operator. 3 € (0.1) is a subjective disconnt factor. C;
denotes real consumption. 7, represents hours worked, & > 0 measures the relative
importance of habit formation for consumption, and h > 0 measures the relative im-
portance of habit formation in leisure choice.

A recent strand of the literature has stressed habit formation for consumption.!
Hence, we call baseline model one that features only the consumption habit. In the
baseline model. 7 denotes the inverse of the intertemporal elasticity of labor hours.

We also estimate the version of the mnodel with both types of habit. and refer to it

as the double-habit (DH) model.

The honschold faces the following budget constraint:

B ! .

DC + DI+ —P—‘ < DB+ / W, I, di + RED K, + D, (2.5)
‘l 40

The household enters period # with bond holdings B;_; and rents K, units of capital at

the real vental rate R to the intermediate-good firms. Each miember of the household

supplies H;; at the nominal wage rate VW, At the end of period ¢, the houschold

receives nominal dividends D, from the firms. The household purchases B units of

'See, for example, Beaudry and Guay (1996). Jermann (1998). Fuhrer (2000), Boldrin, Christiano
and Fisher (2001). Christiano et al. (2005), Francis and Ramey (2005a), Bouakez et al. (2005), and Liu
and Phaneuf (2007).

1
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honds. C; units of the aggregate of consumption good. and [, units of the aggregate

investment good. at the nominal price P from the finished-good firm. R, denotes the
gross nominal interest rate between periods £ and ¢+ 1. The houschiold is prevented
from running Pounzi schemes by imposing the horrowing constraint: 13, > — 3. where B

is a large positive number. The stock of physical capital, K, evolves according to:
-[<I.+1 :(1 *(5)[<L+<1“S(.[[l/.[t_l)).[/,, (26)

where ¢ is the depreciation rate. The second term on the right-hand side of (2.6)
summarizes the technology that transforms current and past investment into installed
capital for use in the following period. It also embodies investment adjustment costs.
The function S(.) is positive and convex. aud satisfies S(a) = S’(a) = 0. o being a
paranteter to be defined later. Investient adjustment costs allow Tobin's () to vary in
response to technology and policy shocks.

The houschold secks to maximize the utility function (2.4) subject to the bhudget
constraint (2.5), capital accumulation (2.6) and the demand schedule for skill i (2.2).2
The first order conditions for consumption. marginal Tobin's @, and investment ave

respectively given by:

A = (ﬁ) _ E (ﬁ) . (2.72)
Q. = 9E, {\’“ (R (1= 00i)| (2.1h)
- om [t () ()
[1—5(%)—3(/—:) ()]

where Ay = Py 1y denotes the Lagrange multiplier attached to the budget constraint.

Q=

(2.7¢)

Equation (2.7a) states that Ay equals the marginal utility of consunmption in period ¢
The Euler cquation for capital (2.7h) says that the shadow price of installed capital.
mcasired by niarginal Tobin's @. cquals the sum of the expected future value of @

net. of depreciation and of the expected future retwrn on capital. Equation (2.7¢),

[ assume complete financial markets. which implies that members are identical with respect to
consumption, bond holdings and capital stock. Heterogeneity among members is only produced by the
staggered wage contracts. This allows us to drop the subscript /7 for consumption. bonds and capital.
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which determines the optimal level of investment. huplies that investment increases

with . Because of consumption habit and investment adjustient costs, the household's
optimality conditions are dynamic.

We assume that the household’'s mewmbers set nominal wages through staggered
contracts in the spirit of Calvo (1983). In each period. the probability of nominal
wage readjustment is 1 —d,, . In a symmetric cquilibrium. all reoptimizing houschold’s

members choose the same relative wage in period ¢ It is given by:
Er Y2 o(8d)” [(Wigr /W) MBS, 447 Hir ]

= e T T o . (2.8)
Ei LT—.r)wdu')' {(Woar JW )Y VWV [ Dy ) Ho e
whoere wp = WH/W 0, = 9”0_':] denotes the steady-state wage markup. MRS, is

the marginal rate of substitution between consumption and leisure of the member 4.
The optimal wage is thus a constant markup over a weigthed average of the individual
MRS in the current and future periods during which the wage set today is expected to
remain in effect. The aggregate wage in equation (2.3) can be expressed by the following
recursive equation:

W’},g”, - d“v)wrl—o.,. n ({/wwl/l:l()u" (2.9)

2.2.2 The Firms

The representative finished good-producing firm acts competitively in the finished
good market. producing a composite finished good Y; which is related to the differenti-

ated intermediate goods {Yi; through the Dixit-Stiglitz CES aggregator:
o J T (00 : ) gereg

|
¥ < {/ y =1y , (2.10)
S}

}(),,/(1)77—1)
where 6, € (1,~) is the elasticity of substitution between differentiatecd goods. The
finished good-producing firm purchases ¥, at the nominal price P, The first order

condition corresponding to the finished good-producing firm’s optimization problem is:

P"/ —lp )
Vo= (—;—) ¥, @.11)

With zero profits, the price of the composite good P is related to the prices {P_,-',}j.:[,].l]

of the differentiated goods by :

| - l/(l—(?,,)
P, = U Pl ”dj} . (2.12)
Jo
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Each intermediate good-producing firm j produces an output Y, using the following

technology:

KAL) O HE A 30 I (AH;) T H] 2 Al ‘
v, - (2.13)

0 otherwise,
where J<, is the stoek of physical capital of the JU i, 11, denotes the hours worked
cmploved by firm j. the composite skill H, represents an employment externality. and
¢ > 0 is a fixed cost common to all intermediate-good producing firms.* The exponent.
¢ controls the size of the external effect. The labor augmenting technological progress

Ay evolves according to the following nonstationavy process:
lﬂ.(A/) = /7),((1.) +lf7,(A[_1) + £, (214)

whoere 2,4 1s 2 zero-nean. serially uncorrelated, and normally distributed random shock
with standard deviation o,. Capital and labor inputs arve both produced in compet-
itive markets. In each period, the representative irm’s cost-minimization implies the

following first order conditions:

Yie + A® Wy
—a) | ————AC, = = 2.15¢
(1 —o) < ., ) 1C, B (2.15a)
Y. Ard .
u<i%;L>MQ=RR (2.15h)
g4

where M Cy denotes the ceconomy-wide real marginal cost.
[n a symnetric equilibrium. all firms in period ¢ choose the same optimal nominal
. o 0
>k e © iy v e _ I oo e b
price 177, which is equal to the product of the markup j, = U,’ﬁ and the aggregate

nontinal marginal cost

2.2.3 The Monetary Policy

The monetary authority sets the short-run nominal interest rate according to the

following Taylor-type rle:

IN(R/R) = p, (R /R) + (1 = pu) [p= (/) + pyIn(gyi/9y)] + (2.16)

*Introducing a fixed cost allows firms to earn zero profits in the steady state. Rotemberg and
Woodford (1995) argued that the average pure profits in the U.S. economy are close to zero.
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where g, = Yi/Yi_) is the growth rate of output. 7, = P, /_; is the inflation rate: R,

7. and g, are the steady-state values of the nominal interest rate, the inflation rate and
the growth rate of output, respectively. and 4, 15 a zero-mean. serially uncorrelated.
and normally distribnted random shock with standard deviation o,,. The monetary rule
(2.16) recognizes the Federal Reserve’s practice of smoothing changes in interest rates.

The parameters pr and p,, determine the extent of monetary policy accommodation,

2.2.4 Market-Clearing

We define the alternative price index and the alternative wage index as (see also

Yun. 1996):
. —1/8, 1 1/t
P = { / P}._,H“dj} L= { / H',f,""'di] .
Joo J0 |

a

The aggregate resource constraint of the economy can thervefore be written as:

P U 'H_' (Y0 +0)0,.
= — (KPAC T o = A0 = C 4 1, (2.17)
P |4

where H, = }0] H; di corresponds to total labor as measured in the data (see the ap-
pendix in Christiano et al., 2001) and A = .};)l K;.dj Since technology is nonstationary,
all real variables. except hours worked. must be scaled by the level of technology to oh-

tain stationarity.
2.3 Modecl Estimation

2.3.1 Econometric Procedure

We take a log-linear approximation of the model’s equilibrium conditions around
the deterministic steady state. The resulting system of lincar difference equations is
solved using the method described in Klein (2000). The system can be written in its

state-space representation as:

Teop = W + Wag 4 (2.18)

2 = Wiy
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where 1, 15 a vector of unobservable state variables, ;. 1s a vector that includes the

two disturbances £, . and £, ¢, and z; is a vector of observable variables. The clements
of matrices Wi, Wo. and Wy depend on the deep parameters of the model. We estimate
the system using a maximum likelihood procedure and time series on five variables that
compose z;: per capita consuniption growth, per capita investment growtl, per capita
hours, the rate of change of nominal wages and the nominal interest rate.

As the number of variables included in the estimation exceeds the number of struc-
tural disturbances. additional shocks are introduced in the form of measurement ervors
to avoid the stochastic singularity problem discussed in Ingram. Kocherlakota and Savin

(1994). Hence, (2.18) is replaced by the following immovations representation:

gy = Wy + Wogy (2.19)

zp = Ugze 4+ &

R for t=3s
E(£[+l£,q+|) =

0 otherwise

where & = [& & &n s Ewa &l 18 veetor of zero-mican and normally distributed mea-
surement crrvors. The matrix R s diagonal and its diagonal elements are denoted by 7,;.
for i = 1.2.3,4,5: hence. ry| is associated with the measurement error in the growth
rate of consumption, cte.  Since the vector z, is composed of five variables and that
our model comprises two structural shocks, we add measurement crrors in the invest-
nment growth rate. hours worked, and the nominal wages growth rate. The Ganssian
log likelihood funetion L(Y), for the sample {,},T_l is constructed recursively using
the Kalman filter (e.g.. Hamilton. 1994, ¢h.13): Y is the vector of paramecters that we
seek to estimate. and T is the number of observations. The likelihood function can be
written (ignoring the constant term) as:

T T

1 o ,
L(Y) = ~3 > Injoy| - 5 S w0 (2.20)

=1 =1

Yoy z—n oz, E(uu) = and E(.) denotes the lincar projec-

where w, = 2 — E(5

tion operator.



2.3.2 Calibration

It is not possible to estimate all the structural parameters of our models, so that
some parameters must be calibrated prior to the estimation. The value assigned to 4§, the
quarterly rate of depreciation of physical capital, is 0.023, implying an annualized rate
of 10%. The share of physical capital «r in the production function is 0.36. The steady-
state gross growth rate of technological progress a and the steady-state nominal interest
rate Ii are chosen so as to match the data in our sample. These values imply 7 = 0.9909.
The parameter ) associated with the disutility of work ensures that the steady-state
fraction of time devoted to market work is 0.30. The clasticity of substitution hetween
differentiated goods 8, is 10, so that the price markup is 11 percent. The elasticity
of substitution between differentiated skills £, is 5. which is consistent with the micro
evidence in Griffin (1996) and the macro evidence produced by Ambler, Guay and

Phaneuf (2007).

2.3.3 Data

Ouwr sample of data runs from 1959:1 to 2006:11. The variables used to estimate the
structural parameters of our models are defined as follows. Consumption is measured by
per capita real personal consumption expenditures on nondurable goods and services.
Investiment is the sum of per capita personal consumption expenditures on durable
goods and per capita private fixed investment. Total hours arce measured by per capita
hours in the nonfarm business sector. The nominal wage is the hourly compensation
in the nonfarn business sector. The nominal interest rate is the three-month Treasury
bills rate. The per capita variables are obtained after dividing the series by the civilian

noninstitutional population. age 16 and over.!

YAl data are taken from the Haver Database.
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2.4 Estimation Results

2.4.1 Maximum Likelihood Estimates (Baseline Model)

In the bascline model, the sct of structural parameters that we scek to estimate is

{du,‘: b-, 1/7;": S”(a): € Py Pas Pgs Tas (f'm}-

while in the DH model it is,

{di b, b, 1[0, S"(a) € pey pr. pg. Tuy Oun}-

Table 2.1 reports the point estimates of the structural parameters of the models with
their respective standard deviations.

We first consider the estimates of the baseline model. The point estimate of d,,..
the probability of wage non-adjustment is 0.7468, implying that the wage contracts last
3.94 periods on average. This estimate is consistent, with the empirical evidence covered
by Taylor (1999) in his survey on the duration of nominal wage and price contracts.
Our point estimate of the consumption-habit parameter b is 0.4774. which is much
lower than the habit coefficients reported in Fuhrer (2000) (0.8), Boldrin et al. (2001)
(0.7). Christiano et al. (2005) (0.65). and Bouakez et al. (2005) (0.98); however, it
is significantly higher than the estimate in Ireland (2006) (0.25). The point estimate
of the intertemporal Frisch elasticity of labor supply 1/% is 1.1287. which is close to
the elasticity in Mulligan (1998). The curvature parameter S”(a) determining the size
of investment adjustment costs is 1.6091, and lies in the range of estimates found by
Christiano et al. (2005) (0.91 to 3.24). The point estimate of ¢ is 0.2687. which is much
smaller than the externality reported i1 Wen (1998) (0.45 -and 0.5). Interestingly, our
estimate is very close to Baxter and King's (1991) preferved value which is 0.23. based on
the evidence presented in Caballero and Lyons (1989). It is also in line with the evidence
produced by Cooper and Johri (1997) using plant-level data. Our point estimate of p,
the response of monetary policy to deviations of inflation frow its stcady-state value is
1.2485: this estimate is somewhat smaller than the value estimated by Tavlor (1993)
5

which is 1.5.> The point estimate of p, the policy-response to deviations of actual

However, Tavlor's sample is shorter.
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output growth from its steady-state value is 0.0725. The smoothness parameter p, is

0.703. consistent with the evidence presented in Clarida. Gali and Gertler (2000).

2.4.2 TFluctuations and Comovements

Does the bascline model explain the main characteristics of postwar business cycles?
To answer this question. we look at some volatility statistics and comoveiments. They
are presented in Table 2.2 for moments of the Jog-differenced data.’

Panel A of Table 2.2 reports the volatility statistics for consiunption. investment.
hours worked, productivity. real wages anc prices relative to the volatilitv of output,
Tar /0, measuring the standard deviation of the first-differenced logarithm of variable
z to the standard deviation of the first-differenced logarithm of output. Output is
measured by real output in the nonfarm business sector and prices, by the iimplicit price
deflator in the nonfarm business sector.

Overall. the bascline model does an adequate job in capturing the relative movements
in the aggregate variables.  For example. the model gencrates the right amount of
fluctuations in hours worked relative to Auctuations in output. It also correctly predicts
that real wages and productivity are significautly less volatile than output. Note that
the model accounts well for the ratio of the volatility of inflation to the volatility of
output growth.

Panel B of Table 2.2 reports the comovements. The haseline model broadly repro-
duces the main correlations. even though most comovemnents hetween the real variables
arc somewhat higher according to the model. Among others. the model generates the
right correlations between the growth rates of hours and output. the growth rates of
productivity and output, and the growth rates of productivity and hours. This result
is interesting in itself cousidering that a large class of business c¢ycle models has failed
to explain these three comovernents simultaneously (c.g., Hansen, 1985: Hansen and
Wright. 1992).

Among the comovements studied in the business eycle literature. the correlation

between hours and productivity has aroused a considerable interest following the work

T have also generatod results with the HP-fltered data. The conclusions are quite similar to those
reached with the log-ciflferenced data so that we do not report the results with [11P-liltered data.
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of Christiano and Eichenbaum (1992). These authors argue that standard, technology-

driven RBC models assuredly predicet a strong positive correlation between hours worked
and return to working since the time series on productivity and hours are modeled as
the intersection of a stochastic labor-demand curve with a fixed labor-supply curve.
They suggest adding measurable economic impulses that shift the labor-supply cirve
in order to reduce this correlation. Working with a modecl featuring nonconvexities
in labor supply of the type proposed by Hansen (1985) and Rogerson (1988), they
allow government consumption shocks to affect labor-market dynamics. They obtain a
correlation of 0.575 under the assumptions that an increase in govermment consumption
is financed by lump sum taxes and that government consumption acts as a pure resource
drain on the economy.”

Now, the main suspicion regarding sticky-wage models is that they predict a negative
correlation between return to working (or real wages) and hours worked. as the time
series for these variables lie on a stable. downward-sloped marginal productivity-of-
labor curve (e.g. Sargent. 1987; McCallum, 1989). Yet. our baseline model with sticky
nominal wages predicts a weak positive correlation between productivity and hours
worked of about 0.21. while the actual correlation is 0.01. As we discuss below, the
employment, externality plays a significant role in shaping this correlation. The model
also predicts a correlation between inflation and output growth which is close to the

actual one.

2.4.3 Business-Cycle Persistence

The baseline model also has iinportant dynamic properties. In recent years. a ma-
jor area of research in the business cycle literature has been motivated by the lack of
endogenous propagation that seems to plague a wide class of DSGE models. King ct
al. (1988) linve shown that the basic ncoclassical growth model driven by a permanent
technology shock generates near-zero avntocorrelations of output growtl at various hori-

zons and weak negative autocorrelations in the growth rates of investment and hours,

Ihev use HP-filtered dala instead of log-differenced data as we do. A similar approach is followed by
Braun (1994) and McGrattan (1994) who also incorporate stochastic tax rates in an otherwise standard

RBC model.
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far from the positive antocorrelations that are observed i reality More recently. Cogley

and Nason (1995) have shown that the failure to produce plausible output dynamies
scems to extend to a large varicety of husiness eyele models,

Figure 2.1 displays the antocorrelation functions for the growth rates of output. con-
sumption, investment, hours and real wages. The estiimated haseline model generates
plausible patterns of positive serial correlation in the first four variables. Note in partic-
ular that the modcl produces substantial persistence in the growth rates of investment
and hours worked. Also. the baseline model correctly predicts that real wage growth

exhibits almost no persistence.”

2.4.4 Impulse-Response Functions

The impulse response functions of the baseline model to a one-standard-deviation
technology shock and to a one-standard-deviation policy shock are presented in Fignre
2.2a and Figure 2.2b. respectively. Figure 2.2a displavs the impulse responses of output.
consumption. investiment. hours worked, labor productivity, the real wages. the nominal
interest rate and the rate of inflation to a positive technology shock. Investment and, to
a lesser extent. output respond in an hump-shaped fashion to a techinology improvement,
hefore reaching their new, higher steady-state levels. The response of hours to a positive
technology shock is positive. persistent and hump-shaped. Note, however, that the
initial rise in hours is quite small, with an increase of only 0.2 percent on impact. The
response of hours in the baseline model is broadly cousistent with the structural vector
autoregression (SVAR) evidence reported by Christiano, Eichenbamm and Vigfusson
(2004) and Vigfusson (2004).

There is an ongoing debate about the emplovment effects of a technology shocl.
Onec side of the cmipirical literature suggests that a positive technology shock leads to a

short-run fall in per ¢apita hours. This evidence cmerges from structural vector autore-

fAdinittedly. the model does not account for inflation persistence if it is measured by the antocorre-
lation function for the inflation rate. Nelson (1998) shows that models with nominal rigidities are unable
to generate high positive serial correlation in inflation unless one assumes implausibly long nominal price
contracts. In light of recent evidence showing that price contracts appear to be guite short (e.g. Bils
and Klenow. 2004: Altig et al. 2005). we believe it is not stronglv implausible. as a first approximation.
to assume price flexibihty.
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aression (SVAR) models where a technology shock is identified as the only shock that

aflects labor productivity in the long run (e.g., Gali, 1999: Francis and Ramey. 20054,
b). A similar result is also obtained with technology shocks measured by a “purified
Solow residual” that controls for non-technological [actors that may aflect measured
total factor productivity (e.g.. Basu. Fernald, and Kimball, 2006).” Yet another line
of researcll argues that a positive technology shock triggers a rise in per capita hours,
even when technology shocks are identified using the same long-run restrictions as in
vali (1999) (e.g.. Cliristiano. Eichenbaium and Vigfusson . 2004: Vigfsson. 2004)). The
difference in conclusions arises from the different treatments of hours in the SVAR:
whether hours rise or fall following a positive technology shock depends on whether
hours enter the SVAR in log-levels or log-differences.

Our framework is not necessarily inconsistent with the fact that a technology im-
provemoent could eventually induce a short-run decline in hours. For example, Liu and
Phanenf (2007) find that sticky wages and habit formation in consumption may trigger
a short-run fall in hours if consumption habit considerably dampens the responses of
cousumption and output following a positive teclimology shock. However. the model
in Liu and Phanenf (2007) is calibrated, and they assign a value of 0.8 to the habit
parameter based on the evidence reported in Fuhrer (2000) and others. The estimated
baseline model delivers a smaller estimate of the habit paramecter of about 0.48. which
tends to refrain the downward pressure on hours. Also, as we sce below. the employ-
ment externality further boosts output and hours. These two factors explain why the
baseline model predicts an initial response of hours which is both small and positive
after a technology improvement, instead of a short-run decline as in Liu and Phaneuf
(2007).

Figure 2.2b displays the impulse responses to a negative shock to the nominal interest
rate. Following a positive policy shock, the nominal interest rate initially falls by 0.4
percent. Output rises on impact by 0.85 percent, reaches a maximum inercase of 1.2
percent after three quarters and slowly returns to its pre-shock after twenty quarters or

s0. Investment also increases sharply following a positive policy shock. with an initial

9Basu ot al. (2006) stress the fact that howrs initially fall following a positive technology shock, hut
then rise during several guarters.
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increase of 1.8 percent. The policy shock generates a typical hump-shaped pattern

in the response of investment. The response of consumption. which is smaller, also
exhibits a hump-shaped pattern. The response of hours is both significant and hump-
shaped. Interestingly. productivity weakly rises. Note also that the respouse of real
wages is nearly acyclical following the policy shock. This finding is consistent. with the
SVAR evidenee reported by other rescarchers (e.g., Christiano et al.. 1997, 2003). Thus.
despite the presence of nominal wage contracts. the baseline model does not have the
implication that productivity and real wages are stronglv countercyclical in response to

a policy shock.

2.4.5 The Role of Nominal and Real Frictions

We inspect our model’s driving mechanisms by examining the role of the nominal
and real frictions cmbedded in the baseline model. Figures 2.3a and 2.3b suimmarize the
cffects of teehmology and policy shocks if nominal wages are optimal in cach period. The
remaining parameters are fixed at their baseline values. With optimal wages adjusting in
each period, the policy shock does not affect the real side of the economy as expected.
But, our findings also suggest that the wage contracts greatly magnify the effects of
technology shocks on output, consurmption, investment and hours. Note that, without
the wage contracts a technology improverment produces a short-run decline in hours
worked since the consnmption habit significantly dampens the responses of consumption
and output. as Francis and Ramey (2005a) have suggested in a RBC context..

Figures 2.4a and 2.4b assess the role of the employment externality. Without the

externality. the increases in output. consimption, investment and hours that result from

a positive technology shock are much smaller, especially the rise in investment. The
employment externality also has a strong impact on the real effects ol a policy shock. In
response to a positive policy shoek. output reaches a maximum increase of 1.2 percent
with the externality, while it is only 0.7 percent when the externality is excluded from
the model. Productivity is also significantly affected. With the externality, productivity
weakly vises. Without the externality. productivity persistently declines in response to

the policy shock, and as a result, the correlation between hours and productivity is
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—0.21 Thus. although the mixture of shocks certainly contributes to get the comove-

ment between howrs and productivity vight. the emplovment externality remains helpful
in produeing a weak positive correlation by rendering productivity less countercvelical in
respouse to policy shocks, The externality has a similar impact on real wages which are
more or less acyclical following a policy shock, while they are strongly countercyclical
without the externality.

Figures 2.5a and 2.5b examine the role of habit formation in consumption. Without
consumption habit. output initially increases by almost 2 percent following a positive
technology shock, compared to 1.2 pereent when habit is present. Furthermore. there is
no gradual rise i ontput towards its new. higher steady-state level when consmmption
habit is omitted. The maximum increase in consumption takes place immediately after
the shock and is almost twice as large as in the baseline model, Withont consumption
habit. hours do not exhibit the typical hump-shaped pattern. Moreover, the initial rise
in hours is close to 1 percent, rather than 0.2 percent with habit. Consumption habit
has also a crucial role to play for the transmission of policy shocks. Without it. the
policy shock does note generate a hump-shaped response in ontput, consumption and
howrs, Note that the increase in consumption resulting from a positive policy shock is
cuite strong without habit.

Finally, Figures 2.0a and 2.6b assess the contribution of investment adjustment costs
in the baseline model. By imposing that the curvature parameter $”(a) takes a value

which is arbitrarily small, most variables become excessively volatile,

2.4.6 Consumption Habit vs Leisure Habit

There is in the literature some evidence of liabit formation in leisure choice. Eichen-
baum et al. (1987) offer evidence based on aggregate time series which reveals teimnporal
complementaritios in periods of leisure. Their approach exploits the Euler equations
of a model where the representative agent has nontine-separable preferences for con-
sumption aud leisure,  Bover (1991) also finds that periods of leisure are temporal
complements using micro data. Wen (1998) estimates a technology-driven RBC model

that features an employment externality and nontime-separable preferences for leisure,
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and also finds evidence of significant habit formation in leigure.

The DH model features habit formation for consumption and leisure. The estimates
of the structural paramcters of the DH model are presented in Table 2.1, Interestingly,
the estimales are not too different from those reported for the baseline model. The
point estimate of the leisure-habit parameter h is 0.5177. Consumption habit is al-
most unaffected by the presence of leisure habit. as the consiunption-habit parameter is
0.4802. The estimated Calvo-probability of nominal wage non-adjustiment is somewhat
lower now at 0.7144. The cmplovment-externality paramecter is also lower. with a point
estimate of 0.2265. In terms of business-cycle statistics, the predictions of the DH and
bascline models are very similar (results not reported).

Figure 2.7a and 2.7b analyze the role of each type of habit in the estimated DH
model. Clearly, habit formation in consumption is more important for our main findings
than habit formation in Jeisure. Excluding leisure habit almost has no impact on the
impulse-response functions of the DH model. while omitting consunmiption habit has a

significant effect on several impulse responses.

2.5 Conclusion

This chapter has proposed and estimated a business cyele model that helps un-
derstand the salient features of postwar business cyeles. These inclhude the near-zero
correlation between hours worked and return to working, and the positive serial correla-
tion in the growth rates of output. conswmption, investment and hours worked. and the
near-zero sevial correlation in real wage growth. The model thus meets the challenge of
producing plausible business-cycle dynamics through its internal structure (endogenous
business-cycle propagation).

Our findings lead us to conclude that a model featuring sticky nominal wages, a
relatively small employment externality, mild consumption habit, and relatively modest
investulent adjustment costs does quite well in capturing the main characteristics of
postwar business cycles. Each of these frictions plays a significant role in shaping the
key aspects of the business cycle. Interestingly, wage contracts which are often scen

as affecting mostly the transmission of monetary policy shocks. also have a significant



impact on the effects of technology shocks.
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Table 2.1: Maximum Likelihood Estimates

Baseline model

DH model

Parameter  Estimate Standard Error  Estimate Standard Error

b 0.4774 0.0373 0.4802 0.0223

h - - 0.5177 0.0252
1/ 1.1287 (0.2987 1.0510 0.0054
S"(a) 1.6091 0.2073 1.6311 0.0570
Or 0.7030 0.0227 0.6679 0.0245
O 1.24853 0.0387 1.0026 0.0048
Pg 0.0725 0.0411 0.1344 0.0456
. (1.74068 0.0104 (3.7144 0.0535
¢ .2687 0.0548 0.2265 (.0838
Oy 0.0159 0.0011 0.0145 0.0013
O 0.0051 0.0003 0.0043 0.0003

(&1

[
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Table 2.2: Cyclical Properties of the Baseline Model (Log-differenced

Data)

Panel A
Moments data  Bascline modcl
TAc/TAy 0.5007 0.7403
Ta Ty 1.9786 L1.8013
TAR/ Ty, 0.6927 0.6779
Tyl 0oy 0.7150 0.6041
T au/pl Tay 0.5371 0.6308
Tap/ Ty 0.5935 0.5729

Panel B
Moments data  DBascline modcl

corr(Ae. Ay) 0.5303 0.9718
corr(Ai, Ay) {0.7384 0.9666

corr{Al. Ay) 0.6991 0.8073

corr(Ap. Ay)  -0.3514 0.3697

(A
(
(
corr(Ay/h. Ay) 07212 0.7493
(
corr(Ay/h. ALY 0.0089 0.2141




Figure 2.1: Autocorrelation Functions
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Figure 2.2a: Impulse Responses to a Technology Shock: Baseline Model
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Figure 2.2b: Impulse Responses to a Monetary Policy Shock: Baseline
Model
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Figure 2.3a: Impulse Responses to a Technology Shock: Role of Nominal

Wage Contracts
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Figure 2.3b: Impulse Responses to a Monetary Policy Shock: Role of
Nominal Wage Contracts
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Figure 2.4a:

Impulse Responses to a Technology Shock: Role of
Employment Externality
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Figure 2.4b: Impulse Responses to a Monetary Policy Shock: Role of

Employment Externality
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Figure 2.5a:
Consumption Habit
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Figure 2.5b: Impulse Responses to a Monetary Policy Shock: Role of
Consumption Habit
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Figure 2.6a: Impulse Responses to a Technology Shock: Role of Investment
Adjustment Costs
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Figure 2.6b: Impulse Responses to a Monetary Policy Shock: Role of

Investment Adjustment Costs
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Figure 2.7a: Impulse Responses to a Technology Shock: DH Model

Output Consumption
2 2
R 157
y g T
1 0.5 ‘
0 4 8 12 16 20 0 4 8 12 16 20
Investment Hours
4 1‘ . :
3 /,; - - \\ s ".'j“"-«.\. :
T 0.5 \
2 T
/ \
1 : : - 0t -
0 4 8 12 16 20 0 4 8 12 16 20
Real wage Labor productivity
15 15 -
/”M‘AT a ‘sﬁ r"”%
-ir""l"
1 - 1 T
05 05 .
4 8 12 16 20 0 4 8 12 16 20
Nominal interest rate inflation
0.2 0.5
7 Nrﬁm_h‘,& of [T
ot/ R
| -05¢}
-0.2— ‘ =11
0 4 8 12 16 20 0 4 8 12 16 20

Note: DH anodel: solid line. No consumption habit: line with circles. No leisure habit: line
with asterisks.



69
Figure 2.7b: Impulse Responses to a Monetary Policy Shock: DH Model
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Chapter 3

From the Great Inflation to the Great Moderation: An
Estimated Structural Model With Firm-Specific Labor
and Nominal Price Rigidities

3.1 Introduction

This chapter explores the reasons behind the spectacular increase in macroeconomic
stability from the Great Inflation to the Great Moderation and tries to harmonize the
empirical evidence from microcconomic data suggesting that firms reoptimize prices
relatively frequently (e.g.. Bils and Klenow, 2004; Golosov and Lucas, 2007: Nakamura
and Steinsson. 2007: Klenow and Kryvtsov, 2008) with that from agaregate time series
about the inertial natnre of the inflationary process (e.g.. Fuhver and Moore. 1995: Gali
and Gertler. 1999).

We ostimate a DSGE model of the U.S. economy that rests on two main pillars,
First. following Kimball (1993). price-setting monopolistic competitors face a variable
elasticity of demand. Second. following Woodford (2003, chapter 3), labor is specific
to the firm or industry. While imiplying a plausible behavior of prices, ouwr benchmark
model goes a long way in the explanation of the Great Moderation, capturing close to
80 percent of the sharp decline in the volatility of output growth and 86 percent of the
large fall in the variability of infation.

Based on counterfactual experiments. we find that the main drivers behind the
reduced volatility in real output growth are the shocks. However. unlike others hefore
us. we identifv labor supply shocks as the key source of the inercased stability in output
fluctuations. In contrast. the decline in the volatility of inflation is attributable almost
equally to changes in the behavior of the private sector, a less accommodative monetary

policy and smaller shocks.
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We adopt the following empirical strategy. First. we estimate the benchmark model.

using Ireland’s (2001, 2003) cconometric procedure for a sample of data covering the
vears 1948:1 to 2006:11. This allows us to compare our findings about the freguency of
price reoptimization with those of others and to assess the ability of the benchmark
model to match the volatility of output growth. the variability of inflation and the
comovement between output growth and inflation during the postwar period. We find
that the model veproduces these monents with accuracy. Assuming, as in standard
Calvo-style models. a constant demand elasticity and integrated labor markets (i.e.
without firm-specific labor). our estimates suggest that firms reoptimize prices once
every 5.4 quarters on average during the postwar period (see also Gali and Gertler.
1999), which seems like an implausibly long period of time. With a constant clasticity
of demand and firm-specific labor, the frequency of price reoptimization decreases to
onee every three quarters on average. With a variable clasticity of demand and firm-
specifie Tabor. it declines further. getting close to once every two quarters.

The model is next reestimated using a sample of data covering the Great Inflation
(1948:1 to 1979:10) and the Great Moderation (1984:1 to 2006:11). We find that the
benchmark model closcly matches the volatility of real output growth. the volatility
of inflation and the correlation between output growth and inflation during the two
subperiods.

Finally., we are able to detect statistically significant changes in some structural
parameter values from the Great Inflation to the Great Moderation. Habit persistence
decreases. The degree of investment adjustment costs increases. The Federal Reserve's
tendency to smooth changes ininterest rates decrcases, whercas monetary policy be-
comes less accommodative in response to inflation (see also Clarida, Gall and Gertler,
2000). The composite parameter governing the responsiveness of inflation to marginal
cost falls, implying that the frequency of price reoptimization increases soinewhat during
the Great Moderation. However, it alwavs remains under three quarters in cach subpe-
riod. We also find important differences in the estimated variances of the shocks, but
no strong evidence of statistically significant changes in the persistence of the stochastic

processes generating the shoceks.
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The chapter is organized as follows. Section 3.2 briefly describes the changes in

the volatility of output growth and inflation from the Great Inflation to the Great
Modcration. Section 3.3 develops our DSGE model with a variable elasticity of demand
and firm-specific labor.  Section 3.4 discusses some econometric issues. Section 3.5
reports our empirical findings for the entire postwar period and analyzes the results.
Section 3.6 presents our findings for the two subperiods and identifies the sources of the

Great Moderation. Section 3.7 offers concluding remarks.

3.2 Output Growth Volatility and Inflation Variability from the Great
Inflation to the Great Moderation

Figure 3.1 displays the evolution of the growth rate of output and the rate of in-
Aation from 1948:1 to 2006:11." 1t also presents 20-quarter rolling standard deviations
for these variables. The volatility of output growth and the variability of inflation have
both considerably declined from the Great Inflation (1948:1 to 1979:11) to the Great
Moderation (1984:I to 2006:11).2 The volatility of output growth has recorded two ma-
jor declines. the first occurring between 1961 and 1965, and the sccond between 1984
and 1990. However. the recent decline is more dramatic. with the volatility of output
arowth falling from a high 1.8 percent in 1984 to a low (.43 percent in 1990. It has
remained helow 1 percent ever since.

The U.S. cconomy has also experienced o lengthy period of high inflation from the
1mid-1960s to the early 1980s. However. there have heen large declines both in the level
and in the volatility of inflation after 1984, The variability of inflation has decreased
from a high 0.81 pereent in 1984 to a low 0.25 percent in 2006."

Table 3.1 veports the standard deviations of outpnt growth and inflation, and the
correlations between output growth and inflation during the postwar period, the Great
Inflation and the Great Moderation.  In all periods. output growth is considerably

more volatile than inflation. Furthermore, the correlation between output growth and

"Output is converted into per capita terins after being divided by the civilian noninstitutional pop-
ulation 16 vears and above.

*Following McConnell and Perez-Quiros (2000) and others, we adopt 1984:T as the starting date of
the Great Moderation.

31 have also looked at HP-filtered data and found similar results.
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inflation was mildly negative. The volatility of output growth declined by 55 percent

and the variability of inflation by 65 percent from the Great Inflation to the Great
Moderation.  Meanwhile, the correlation between the growth rate of output and the
inflation rate became increasingly negative. falling from —0.1672 in the first subperiod

to —0.3104 in the second subperiod.

3.3 A DSGE Model with a Variable Elasticity of Demand, Firm-
Specific Labor and Nominal Price Rigidity

The ccononty is populated by a large number of members of a household, each
endowed with a differentiated labor skill indexed by € [0.1]. There is also a large
number of fArms. each producing a differentiated intermediate good indexed by j € [0, 1].
Following Woodtord (2003, chapter 3), a key feature of the model lies in the specificity
of the labor relationship between a particular firm or industry, and a particular type of
skill. That is, the 4! member of the houschold supplies labor only to frm j. while firm
 hires only the i** type of skill. For the sake of simplicity. we assume 7 = j.

While labor is firm-specific. no single household's member has mounopoly power and
no single Airm lras monopsouv power. Hence, a way to understand the specificity of
the Tabor relationship between the i member of the houschold and the ™ frm is to
think of cach point i on the unit interval continuum as representing a large number of
individuals supplying a specific type of labor and of each point j on the unit interval
continuum as representing a large number of firms employing that particular type of
skill. For example, one can think of factor specificity at the level of a region or an

industry.
3.3.1 The Household

The houschold’s preferences are deseribed by the following expected utility function:

Ly Z 4 UG Cily) = G /

(—0 S0

-l -]

V(H,,)di — /

%((f,{,)di} . (3.1)
Jo
where

U(C"I., C/_]) = ln(C',_ - /)(,1(‘_|),

X 14+,
V(H,;,/) - ﬁH«u "
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3 € (0.1) is the subjective discount factor, C; is the aggregate consumption good in
period 1, and Cj_; is the habit refereuce level for consumption. The variables H;, and

 member of the household,

e, denote the hours worked and the level of effort of the ¢
respectively. The parameter b € [0, 1] measures the degree of habit formation for con-
suniption, while r, and 7. are two positive parameters. The houschold’s preferetces are

affected by shocks to the marginal utility of consumption €., and to the marginal disn-

tility of hours worked ¢, . Both are described by first-order autoregressive processes:

In(eer) = pelnleci—1) + e, (3.2)

n(ene) = prIn(eni1) + cne, (3.3)

where 0 < p, < 1, 0 < pp < 1y € and €p are zero-mean, serially uncorrclated. and
normally distributed innovations with standard deviations g, and oy, respectively.
The household enters period { with bond holdings 3,_,. and a predetermined stock
of physical capital A, which is rent to the intermediate-good firms at the real rental
rate RF. Houschold i supplics effective hours worked e, Hiy to A 5 at the nominal
wage rate ;. At the end of period /. the household receives total nominal dividenes
Dy from the firms. The household purchases By units of bonds, Cy units ol an aggregate
consumption good at the nominal price Py, and I; units of an aggregate investment good

from the finished-good firm.? The household’s How budget constraint is:

, BBy [N, , Dy
Cy+ 1+ < —+ / W e ddi + RYK) + —. 3.4
TN RP TR Jo S 1T (3:4)
where W7, = H,—,/’ is the real wage of the /' member of the houschold. and By is the

gross nontinal interest rate between periods t and t+1. We impose the explicit borrowing
constraint 3, > =3, 3 > 0 to prevent the household from running Ponzi schemes.

The stock of physical capital obeys:

](t+l = (1 — (5>]{/ + C'l'.t(l — 5(11/11_1»][,, (3:))

H follow the standard practice of assuming complete financial markets. This implics that the house-
hold's members are identical with respect to consimption and bond holdings. The source of heterogene-
ity between the household’s mernbers is produced only by the existence of seginented labor markets.
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where § is the depreciation rate of physical capital. The second term on the right-hand

side of (3.3) embodies the investment adjustment costs. The function S(.) is positive,
convex and it satisfies S{e,) = 9(e,) = 0. where ¢, determines the steady-state growth
rate of output (see below). Following Greenwood et al. (1988) and Fisher (2000), ¢, is

an investiment-specific shock which follows the first-order antoregressive process:
e ) = pilnle;-) + 2,0, (3.6)

where 0 < p; < 1.and 25 1s a zero-mean, serially uncorrelated. and normally distributed
innovation with standard deviation ¢;. The household maximizes the utility function
(3.1) subject to the budget constraint (3.4), and the capital accumulation equation (3.5).

The first-order conditions corresponding to this problem are:

€t . €41
| = =] = Ay 3.7¢
(C,—bC1_1> ) ['<C/,+1—bcl> : 570)
5/:./,\/ILH.Z,]}' =MW 'i.,:/.e'/i.lAlw (3.7b)
Xe F,mf = Wi T Ay, (3.7¢)
A . . o~
(Q, :ﬁE/ |:7f\+—l (Rf_H +(1—O)62/+1):l s (-3((])
'

>
1 - 3E, ['\.L\—:lQI+lS’ (h,,]> (I',—,') (i,l+l}

_ i ‘ (3.7¢)
‘ N {1 I,
15 () -5 () (ﬁ)J

where A is the Lagrange multiplier associated with the budget constraint (3.4). Equa-

Q=

tion (3.7a) equals the marginal utility of date-t conswmption to its opportunity cost.
Equations (3.7h) and (3.7¢) equal the marginal disutility of hours and cffort to their
respeetive carnings. The Euler condition for capital (3.7d) says that the shadow price
of installed capital. measured by marginal Tobin's Q. equals the sum of the expected fi-
ture value of Q net of depreciation and the expected future return on capital. Equation

(3.7¢) determines the optimal level of investinent. increasing in Q.
3.3.2 The Firms

The representative finished-good firm is perfectly competitive and produces Y units

of the finished good. with the following general variety aggregator proposed by Kimball
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! Y;
/ G <—’) di =1, (3.8)
Jo Y

where Y, denotes the quantity of the intermediate good 7 used in the production of

(1995):

the composite finished-good Yy, The function G(.) is increasing, strictly concave, and
it satisfies G(1) = 1. The finished-good firm purchases Y;; at the nominal price 7.
The first-order condition corresponding to the finished-good firm’s profit maximization

problem is
. J— i 1—)’i.l ! s . . PR
CGu=6G — [ G(G)Cudi | (3.9)
I Jo
where G = Y, /Y, and G'(1) denotes the partial derivative of G(.). In the abscenee of

profits, the nominal price P is given by,

r = / PG <—l / Gl((;,/)-(d./@) di. (3.10)
Ju P Jo

The intermediate-good Hrm i produces Yy, units of a differentiated intermediate good 4
using frm-specific effective labor hours ¢, H; . and I units of the homogencous stock
of phvsical capital. Henee. output Yi, is produced through the following production
function:
K& (equei L)' —eq @ 06 K (coqen D) 70 > 0y ®
Y= (3.11)
0 otherwise,
where «v € (0. 1) is the share of physical capital into the production of the intermediate
good i, ® > 0 is a commnon fixed-cost term,> and ¢, is the labor-angmenting level of
technology. The technology shock is generated by the logarithmic random-walk process
with drift:
(e, ) =In(c,) +In(cai-1) + 2. (3.12)

where £,/ Is a zero-mean. seriallv uncorrelated. and normally distributed innovation

with standard deviation o,,.

“The inclusion of increasing returns to scale through the fixed term cost allows the firms to earn
zero profits in the steady state. Rotemberg and Woodford (1995) argue that during the postwar period,
average pure profits have been close to zero in the ULS. economy. The price markup can thns be
calibrated at conventional values.
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Each period. cost minimization implies the following first-order conditions for the

representative firm

-y/f a (b . p
(L — ) ((’Jr—[;’) MC,y =W/, (3.13a)
[ARETNI
S/i oL q) 3
a (%) MCy, = R (3.13b)

where MC,; denotes the real marginal cost of firm ¢ Hence. the firm equates the
marginal product of each input to its shadow price. Firms set nominal prices in a
staggered fashion in the spirit of Calvo (1983). In each period, firm 7 faces probability
1 =& of reoptimizing its price P,,. In a synunetric equilibriun, the firms that are allowed
to reoptimize prices in period t choose the same optimal price [7* . Profit maximization

yiclds the following first-order condition:

o B (B8 B (=2 (G )M Cirsr)
I Ly Z:C:L)(ﬂé)r/\_l\r < 1- E(Ci./.+r))>

(3.14)

I)/-f—'r

where €(¢, ;) denotes the demand elasticity of a differentiated good 4, which is given by

TG N0G
(3.14) shuplifies to:

=(Cy) = - <((L’)> If firms are allowed to reoptimize their prices in each period,

rr £(Co)
— = ——AJC,
Proe(Gy) =1 !

This equation savs that a Arm’s optimal relative price is equal to the product of the
markup and the real marginal cost. The markup implicd by Kimball's (1993) specifica-
tion is time-varying.® The aggregate price level in (3.10) is determined by.

e
P
]f--()

p=u-ore (L[ o) veroe (B2 [ agacn).
n (3.15)
Inflation dynamics can be described by the Phillips Curve equation (see the appendix
for a complete derivation):
m = 3E w1 U'mey. (3.16)
where
Lo (- -ff{)(l%)gy

1t is constant under the familiar Dixit-Stiglitz ageregator.
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From now on. a lower case variable denotes the log-deviation of the corresponding

upper case variable from its steady-state value; m; is the rate of inflation, and me, is the

| aggregate real marginal cost.

| The composite term I' determines the responsiveness of inflation to the real inarginal

cost. This term is negatively related to , which is a function of structnral parameters

| of the model (sce the appendix). In the benchmark model, this composite parameter
is ¢ =1+ + 2. with ). 29 > 0. Henee. the responsiveness of inflation to the real
marginal cost is dampened via two distinet chaunels. The parameter ) follows from the
assumption that firms face a variable elasticity of demand. The parameter go refects
the assumption of firm-specific labor.

| Consider the ) -channel. The parameter £ is given by ¢ = pe. where jr stands for

| the net price markup defined as 4 = 5(11)—| , £(1) for the demand elasticity of intermediate

good 1 evaluated at the steady state, and ¢ for the percent change in the clasticity of
demand following a one percent change in the relative price of the good evaluated at

the steady state. A Dixit-Stiglitz form of demand (e = 0) implies ¢ = 0, so inflation

hecontes more responsive to the real marginal cost and less persistent.,
The second channel is related to o, which is given by.
A-B L+, (1 +)°
£ = (e(1)=1) F-1., A={—2]. B= : ,
(1+ao(A-B)) I-a 2+, +n)(1—a)

where 17 is an indicator function which takes a valne of 1 if capital is homogenous and
mobile across firms as in the benchmark model, and a value of 0 if capital is fixed as in
Shordone (2002). for example. *

To better understand how firm-specific labor lowers the respousiveness of inflation to
the real marginal cost and increases the persistence of inflation. we make the following
simplifying asswmptions: capital is fixed (I7 — 0). cffort is constant (1, — o¢ and
B = 0). and demand is of the Dixit-Stiglitz form (¢ = 0 ). With these simplifications,
the Phillips Curve equation can be written as
(1-39)(1-¢)

£
el 1

"Notice that. )’ﬁ = % where Y denotes the steady-state level of output.

m = 3Em + {1+ (,-9'2)_17‘71(:,, (3.17)
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where

~

I

¥

V]

T

=¢(1) ( Y ) (1 —a)“(a%—nh).

Y+ &

Consider. for example, the case of an expansionary policy shock. With sticky prices, the
policy shock exerts an upward pressure on real wages. so a firm contemplates raising
its price with or without firm'’s specific lahor. With firm-specific labor, a firm’s labor
demand depends positively on its own level of output. In turn, a firm’s output depends
negatively on its relative price. The expansionary policy shock generates a vise in the
firm’s relative price, putting a downward pressure on the firm’s output, labor demand
and real wages. The downward pressure on real wages thus acts as a countervailing
influence on the Arnt’s incentive to raise its price.

The feedback effect from real wages to prices, captured by the composite parameter
£4. 15 the product of four factors. First, following the inercase in the firm’s relative
price. the firm’s level of output falls by a factor of €(1). The Arm’s labor demand then
decreases by ()7?) With lahor demand falling, the real wages decline. lowering the
firm’s price by a factor of (1 —a)~' The lower the clasticity of labor supply (i.c. the
higher is ). or the higher the clasticity of labor demand (i.e. the Ligher is ). the
stronger is the response of real wages and the larger is the firm’s price adjustment in

response to the policy shock.®
3.3.3 The Monetary Policy Rule
The Fecleral Reserve sets the short-term nominal interest rate in accordance with
the following Tayvlor-type of rule:
o= peri—1 + (L= pi) [ozm =+ pygu] + €ma (3.18)

where 7, and g, denote deviations of inflation and the growth rate of ontput from
their steady-state values, and ¢, is a zero-mean. serially uncorrelated, and normally

distributed innovation with standard deviation oy, "

®*This can be seen more clearlv by combining the log-linearized labor demand equation. (3—‘77) Yoy +
me, s = w,. 4+ hy o and the log-linearized real marginal cost equation. me,, = (1 —a)w, ., + 0 e
Treeg and Levin (2003). and Gali and Rabanal (2004) also specify Tavlor rules that feature the

erowth rate of output.
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3.4 Economecetric Procedures

We take a log-linecar approximation of the model’s equilibrivin conditions around
the deterministic steady state. The resulting system of linear difference equations is
solved using the methods outlined in Klein (2000). The system can be written in its

state-space form as

Tigr = Ty + Yagiy,

= T H AN

where z; is a vector of unobservable state variables, ;4 is a vector composed of the five
structural shocks €44, €my. €er. Enp, and €, and 2, 1s a vector of observable variables.
The elements of matrices Y. Yy, and Ty are functions of the paramcters of the model.
We estimate the system using maximum likelihood methods and quarterly U.S. data
on four variables: the growth rate of per capita consumption. the growth rate of per
capita investment, the rate of inflation. and the nominal interest rate. Let © be the
vector of paranieters that we seck to estimate, and T the number of observations on
each variable. The Gaussian log likelihood function L(©) for the sample {z}/_, can be
constructed recursively using the Kalman filter described by Hamilton (1994, chapter
13}. The likelihood function (if we ignore the constant term) can be written as

1 T 1 T
L(O) = _32 In|€y| - ;)—Z’U;Q,_]H/‘
T

=1
where wy = 5 — E(z]zi-1. zimg0z0) Elgug) = £ and E() denotes the linear projec-
tion operator.

The benchmark model includes 26 parameters which are related to preferences, tech-
nology, the shock processes, and monetary policy. They are summarized by {8. 6, ny.
Xhs Ney Xes b, S”(ﬁa)a a, P, €4, Pry Pry Pygs Py Phy Pis L, 5(1)7 €, &, Oc, Thy 04y Oq, Um}'
Some parameters are calibrated prior to estimation. The parameter § takes a value of
0.025. implying an annualized rate of capital depreciation of 10 percent. The share of
phvsical capital into the production of intermediate goods v is 0.36. The steady-state
values of the nominal interest rate and ¢, determining the steady-state growth rate of

output are chosen to mateh the U.S. data for our sample. These values also imply



81
8 = 0.9935. The value of y;, in the utility function is such that the fraction of time

devoted to work in the steady state is 0.30, while that assigned to x. implics a value
of effort of one in the steady state. Since we cannot simultancously estimate £, ¢(1),
e. and I', we assign to the steady-state demand elasticity of good i, £(1), a benchmark
value of 10, implying that the gross price markup is 11 percent. The benchmark value
for ¢ is also 10. which is consistent with the symmetric translog specification of Bergin

and Feeustra (2000).
3.4.1 Data

Our sample of data runs from 1948:1 to 2006:11."° Real consumption is measured by
the sum of real personal consumption expenditures on noudurable goods and services.
Investment is the sun of real personal consmmption expenditures on durable goods and
fixed private investnient. The nominal interest rate is the Three-Month Treasury Bill
rate. The price index is the price deflator of output in the nonfarm business sector.
The cousumption and investment series are divided by the civilian noninstitutional

population 16 years and over.

3.5 Empirical Results

3.5.1 Maximum Likelihood Estimates

The estimates of the structural parameters of the benehmark model tor the period
1948:T to 2006:11 are reported in Table 3.2. The parameters of the benchimark model
are estimated precisely. The point estimate of b the coefficient of habit formation for
consumption is 0.57. The point estimate of 1/n; in the utility function is 0.84, white
that of 1/7, 1s 0.14. These estimates imply an elasticity of labor supply of 0.9. The point,
estimate of S”(e,) determining the degree of investment adjustiment costs is 2.73, lying
within the range of parameter values obtained by Christiano, Eichenbaum and Evans
(2005). The interest-rate simoothing parameter p, is 0.75, consistent with the cvidence
in Clarida. Gall and Gertler (2000). The parameter p, measuring the Fed's respouse to

deviations of inflation from its steady-state value is 1.53. close to the value advocated

'"“The data have been obtained from the Haver Analytics Economics Database.
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by Tavlor (1993) which is 1.5. The coefficient p, determining the Fed's response to

deviations of output growth from its steady-state value is relatively sinall at 0.15.

Turning our attention to the shock-generating processes. we find that the shock with
the highest AR(1) estimated coefficient is the shock to the marginal disutility of hours
with 0.8832, followed by the investment-specific shock with 0.7978, and by the shock to
the marginal utility of consumption with 0.5696. The shock to the marginal disutility
of hours has the Jargest estimated standard error at 0.0726, followed by the investmerrt-
specific shock at 0.0343. the shock to the marginal utility of consumption at 0.0122. the
technology shock at 0.0115. and tlre policy shock at 0.0025.

The point estimate of T measuring the sensitivity of inflation to the real marginal
cost is 0.0432. Given this estimate: the Calvo-probability of price non-reoptimization &
can be recovered by assigning values to (1) and e. Table 3.3 reports estimates of € andl
the average amount of time between price reoptimization for I' = 0.0432, (1) = 10. and
alternative values of e, We consider the cases of homogencous and firm-specific labor.
These variants of the benchmark model are all observationally equivalent with respect
to the data.

As in Eichenbaum and Fisher (2007), we consider three different values of e 0. 10
and 33. Assuming e = 0 corresponds to a coustant elasticity of deinand. while assuming
e = 10 or 33 lmplies a variable elasticity of demand and encompasses the calibration
in Dotsey and King (2005). With firm-specific labor, aud £(1) and e that both take a
value of 10, firms reoptimize prices once every 2.65 quarters on average. With ¢ = 33,
prices are reoptimized once every 2.29 quarters. With a constant elasticity of demand.
the frequency of price reoptimization increases to almost once every three quarters.
Relaxing the assumption of frm-specific labor has a significant impact on the average
amount of time between price reoptimization. With homogeneous labor and ¢ = 10.
firns reoptimize prices once every 3.88 quarters on average. whereas with ¢ = 33. the
frequency of price reoptimization decreases to once every 2.79 cquiarters. With ¢ = 0,
the average amount of time between price reoptimization increases to 5.4 quarters.

These findings are consistent with those of other researchers. With firm-specific

N . .2 . . .
capital. a labor” share of . a 10 percent markup. a 10 percent annual depreciation rate
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and an investment adjustment-cost parameter of 3.0, Eichenbaum and Fisher (2007)

report that the average length of time between price reoptimization is 3.6, 3.3 and 2.9
quarters for € = 0. 10 and 33, respeetivelv. Altig et al. (2005) find that for plausible
markup values, the average duration between price reoptimization is 2.25-3.5 quarters.
We conclude that for given values of (1) and ¢, accounting for firm-specific la-
bor induces a relatively large increase in the frequency of price reoptimization.  Fur-
theriore, with or without firm-specific labor, an increase in ¢ also leads to a higher
Calvo-probability of price reoptimization for a given value of the price markup.
Finally, as showu by the first two columns in Table 3.4. the volatilities of out-
put growth and inflation, and the correlation between these variables predicted by the

benchmark model closely match those found in the data.
3.5.2 Vector Autocorrelations

Following Fuhrer and Moore (1993) and Ireland (2001. 2003). we compare the vec-
tor autocorrelation function from an estimated vector autoregression with that obtained
from the benehmark model. We estimate an unconstrained fourth-order vector autore-
gression which includes the following variables : the growth rate of per capita output,
the rate of change of per capita hours worked and the rate of inflation. First, we per-
form a Phillips-Perron (1988) test for the presence of a unit root in per capita hours
and inflation (not reported). The null hypothesis of a unit root in per capita hours is
not rejected at the 5 percent level. whereas that of a unit root in the rate of inflation is
rejected at the 5 percent level.

Figure 3.2 displays the autocorrefation functions from the vector autoregression
aud the benchmark model. The diagonal clements are the univariate autocorrelation
functions for inflation, the vate of change of per capita hours and the growth rate of per
capita output, while the off-diagonal elements are the lagged cross correlations between
these variables. In the data, inflation is highly persistent, exhibiting positive serial
correlation at short and medium horizons. The growth rates of output and per capita
llours are positively serially correlated at a short horizon of one and two quarters. The

benehmark model correctly predicts that inflation is more persistent than the growth
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rates of output and howrs. Also, despite our deliberate omission of any indexing scheme

relating current to past inflation, the benchmark model produces a significant amount
of nominal price inertia. By predicting that the growth rates of output and hours are
positively serially correlated, the henchmark model meets the challenge of producing
plansible business-cycle dvnamics. The evidence in Cogley and Nason (1995) shows that
a large class of business cycle models fails to account for output dynamics, geuerating
ouly weak endogenous business-cycle propagation.

Also, note from the off-diagonal elements in the vector antoregression that the only
definite pattern in the lagged cross correlations is that between the growth rates of
output and hours. The benchimark model does quite well matehing the lagged eross

correlations between the variables.
3.5.3 Impulse-Response Functions

Figures 3.3 to 3.7 display the impulse responses of several variables following each
type of shock according to the benchmark model. Figure 3.3 summarizes the effects of
a positive one percent technology shock. The benchmark model generates a gradual,
permancent rise in output, investment and conswmption, consistent with the evidence
reported by Francis and Ramey (2005a). Hours and effort decline in the short run and
then rise in the medium run. The short-run fall in hours is consistent with the evidence in
Gali (1999). Francis and Raniey (2005a) and Fernald (2007).'" The prediction of a short-
rmn decline in hours which is followed by an increase in the medinm run is consistent with
the empirical evidence offered by Basu, Fernald and Kimball (2006). The factors which
are mainly responsible for the short-run declines in hours and effort are the sticky prices
(e.g., Gali, 1999). habit persistence and the investient adjustment costs (e.g., Francis
and Ramey. 2005a). Prices do not decrease as much following a technology improvement
with Calvo-contracts than without them. restraining the stimulative impact of the fall
in prices on aggregate demand. Both habit persistence and the investment adjustment
costs dampen the short-run increase in aggregate demand following a rise in wealth.

Overall, the increase in aggregate demand is not sufficiently strong to keep up with the

"However, it is at odds with the evidence in Christiano. Lichenbaum and Vigfusson (2004) saying
that hours rise following a technology improvement.
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increase in productivity, so hours and effort have to fall, at least in the short run.

It is worth noticing that the benehmark model is able to produce a short-run decline
in howrs despite the realistic treatment of mouctary policy. Dotsey (1999) argues that.
Cali’s (1999) contention that hours fall following a technology improvement may reflect
his assumption that the gross growth rate of money supply weakly responds to tle
technology shock. He shows that with a Taylor-type of rule, hours worked may actually
rise when technology improves. Note that the benchmark model also predicts that
the real wages gradually rise towards their new steady-state level, a finding whicl is
consistent with the empirical evidence in Liu and Phaueuf (2007).

Figure 3.4 suunmarizes the ceffects of an expansionary policy shock measured as a
negative one percent shock to the nominal interest rate. The responses of output,
consumption. investuient, hours and effort all exhibit typical hump-shaped patterns.
Note. however. that the effects of a policy shock on output, hours. consumption and
lnvestment are relatively modest. The policy shock is also followed by a modest rise in
inflation and a temporary increase in real wages.

Figure 3.5 shows that i response to a positive one pereent shock to the marginal
utility of consumption. output and consuinption both rise temporarily, while investment
falls. Baxter and King (1991) and Coaper and Johri (1997) report similar elfects. Hours,
effort and the real wages also rise. Inflation and the nominal interest rate weakly
increase.

Figure 3.G displays the impulse respouses to a positive one percent shock to the
marginal disutility of howrs worked. Output. hours, consumption and investment all
increase sharply. and display pronouuced hump-shaped responses. With the surge in
hours, effort falls. While labor supply increases. the real wages fall. As a result, both
inflation and the nominal interest rate decline.

Lastlv. Figure 3.7 shows that following a positive one percent investment-specific
shock, output, investment, hours and effort all significantly rise in a hump-shaped fash-
ion. After declining during o few periods, consumptiou rises for several periods. The

real wages, inflation and the nominal interest rate all rise.



86
3.5.4 Variance Decompositions

What have been the main sources of the cyclical variance of output. hours and
inflation during the postwar period? Table 3.5 reports the results of a variance de-
composition of the forecast errors of output. hours worked, and inflation for different
forecast hiorizons predicted by the benchmark model. First. the shock to the marginal
disutility of hours is the kev source of output Huctuations at an horizon of one to twelve
quarters. explaining from 43 to 35 percent of its variance at these horizons. Using vector
autoregresston models, Shapiro and Watson (1988) find siinilar pereentages. Investment-
specific shocks explain between 22 and 32 percent of the variance of output at the same
horizons, while technology shocks explain less than 20 percent. The relatively small
contribution of neutral technology shocks is consistent with the evidence in Galf (1999).
Christiano. Eichenbanm and Vigfusson (2004) and Fisher (2006). The shocks to the
marginal utility of consumption and monetary policy feed only a small percentage of
the variance of ontput.

The variance of hours worked 1s mostly driven by the shock to the marginal disutility
of hours with 73 percent or more at all horizons. This leaves about 13 percent to
investment-specifie shocks at business-cvele frequencies. and relatively little to other
shocks.

The shock to the marginal disutility of hours explains 62 percent of the one-quarter
ahead forecast variance of inflation and 44 percent of its variability at an horizon of
fourty quarters. Investment-specific shocks contribute between 24 and 40 percent of the
variability of inflation at the same horizons. Monctary policy shocks explain about 11
percent of the variance of inflation at all horizons.

These findings thus suggest that the shock to the marginal disntility of hours is
the key disturbance determining output flnctuations and inflation during the postwar

period. followed by investment-specific shock.
3.6 From the Great Inflation to the Great Moderation

Does the benelhimark model account for the large declines in the volatilities of output

erowth and inflation that have been observed during the Great Moderation? To answer
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this question. we reestimate the benchmark model for the subperiods 1948:1 to 1979:11

and 1984:T to 2006:I1. The results are presented in Table 3.2.
3.6.1 Estimation Results

The last column of Table 3.2 reports the Andrews and Fair's (1988) Wald statis-
tics allowing for a stability test of the structural parameters of the model over the two
subperiods. The stability tests indicate that there have heen some statistically signif-
icant changes in structural parameters from the first to the second subperiod. The
coetficient ol habit formation b has declined during the sceond subperiod. while the pa-
rameter $”(¢,) determining the degree of investiment adjustment costs has marginally
increased.

The standard errors of all structural shocks have fallen considerably during the Great
Moderation. Moreover. the declines in the standard errors of shocks to the marginal
utility of consumption. the marginal disutility of hours, investment and monetary policy
are statistically significant. The investment-specific shock has been 36 percent less
volatile after 1984, followed by the technology shock and the shock to the marginal
disutility of hours with 33 percent, the shock to the marginal utility of consumption with
30 percent, and the policy shock with 25 percent. Changes in the AR(1) coefficients
of the stochastic processes generating the shocks to consumption, investment and the
marginal disutility of hours arc not statistically significant at a conventional confidence
level.

Our estimates also say that the Federal Reserve has been more aggressive fighting
mflation after 1984, with pr increasing from 1.31 during the Great Inflation to 1.74
during the Great Moderation (sce also Clarida. Gall and Gertler. 2000). However.
we find no evidence of a statistically significant change in the Fed's reaction to the
ontput gap. These resnlts are different from those of Smets and Wouters (2007} who
find that the Fed's reaction to inflation has not changed significantly during the Great
Moderation. while its response to the output gap did. We also find that the interest-rate

smoothing coeflicient has marginally decreased during the second subperiod.
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The point cstimate of ' determining the responsiveness of inflation to the real

marginal cost is 0.0679 during the Great Inflation and 0.0341 during the Great Mod-
cration. Table 3.3 reports the frequency of price reoptimization corresponding to these
estimates. With I' = 0.0579. the benchmark model implies an average amount of time
between price reoptimization of 2.32 quarters with ¢ = 10 and 2.04 quarters with ¢ = 33.
In comparison. the benchimark model predicts a frequency of price reoptimization dur-
ing the Great Moderation of once every 2.93 quarters with ¢ = 10 and 2.51 quarters
with e = 33. Hence, the average length of time between price reoptimization has slightly
increased from the Great Inflation to the Great Moderation. Working in the context
of a DSGE model without factor firm-specificity. Simets and Wouters (2007) find that
the Calvo-probability of price non-reoptimization has increased from 0.35 during. the
Great Tnflation to 0.73 during the Great Moderation. Assuming firm-specific capital,
Eicheubaum and Fisher (2007) report that the frequency of price reoptimization has
slightly increased after 1982:111.

Table 3.4 compares the standard deviations of ontput growth and inflation and the
correlation between these variables in the benchmark model and in the data during cach
subperiod. The benchmark model accounts very well for the severity of the declines in
the volatilities of output growth and inflation from the Great Inflation to the Great
Moderation. While the data tell that the volatility of output growth has decreased by
55 percent. the model predicts a drop of 43 percent. Also, the variability of inflation has
fallen by 65 percent. compared to a decline of 56 percent predicted by the benchmark
model. Finally. the benchmark model correctly predicts that the correlation between
ontput growth and inflation has become increasingly negative from the first to the

scecond subperiod.
3.6.2 What Are the Sources of the Great Moderation?

What arc the sources of the large reductions in the volatilitics of output growth and
inflation? We try to answer this question by performing sone counterfactual experi-
ments. We partition the model’s structural parameters into three subsets of parameters.

G regroups the parameters pertaining to the behavior of the private scetor and is thus
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described by G = {3, 0. 1/mn, 1/1.. 8"(ea). T'}. G is composed of the parameters de-

seribing the systematic portion of the Fed's policy rule and is given by Gy = {py, pr. pg}.
Gy includes the AR(1) parameters and the standard errors of the structural shocks, so
Gy = {pe-pi. pi. 0e 0. 01 0ay 0} . Denote by Co(Gh). Cr(Ga). and C(Gy). respec-
tively. the contributions of ). Gy, and Gy to the change in the volatility of variable of
interest » during the Great Moderation, where & = {output growth. inflation}. These
contributions can be measured by (see also Leduce and Sill. 2007):
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Here, the term UI(GT‘1.G’§Q, ") measures the standard deviation of » predicted by
the benchmark model during the second subperiod would the properties of the shock-
generating processes and the policy rule have remained the same as they were during
the first subpertod. Hence. C.(G) measures the percentage of the variation in the
standard deviation of the variable & explained by the change in the behavior of the
private sector G, The denominator, which is common to all three measures, denotes
the overall change in the volatility of 7. A similar reasoning applies to the other sources
of the variation in the standard deviation of x.

The results of these counterfactual experiments are presented in Table 3.6. Looking
at thereal side of the Great Modoeration. we find that smaller shocks contribute to almost
85 percent of the decline in the volatility of output growth, leaving only 15 percent to be
explained by changes in the behavior of the private sector and monetary policy. Table
3.7 shows that smaller labor-supply shocks explain 50 percent of the decline in output
Auctuations. followed by smaller investment-specific shocks with 22 percent.

Looking at the nominal side of the Great Moderation. we find that smaller shocks
explain only one thivd of the decline in the volatility of inflation, leaving 32.5 and 34.3
pereent. respectively, to changes in the hehavior of the private scctor and monetary

policy.
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3.6.3 Related Literature

How do our findings about the sources of the Great Moderation relate to the existing
literature? Other researchers, including Stock and Watson (2003), Siins and Zha (2006),
Smets and Wouters (2007), Arias et al. (2007) and Leduc and Sill (2007). also find that
the decline in the volatility of output growth after 1984 has resulted mostly from smaller
shocks. Most papers, however. do not identify the shocks that contribute most to the
increased stability in output fnctuations.

Smets and Wouters (2007) use a DSGE model featuring nominal rigidities. real
frictions and a variable clasticity of demand, but without factor finm-specificity. The
benchmark model underpredicts the volatility of output growth by 7.2 percent during
the Great Inflation and overpredicts it by 17.3 percent during the Great Moderation.
In comparison, tlic model in Smets and Wouters (2007) overpredicts the volatility of
output growth by 11.9 percent during the former subperiod and by 23.7 percent during
the later subperiod. Also. the benchmark model overpredicts the variability of inflation
by only 2.5 percent during the Great Inflation and by 29.6 percent during the Great
Moderation. while Smets and Wouters® (2007) model overpredicts it by 47.2 percent.
during the first subperiod and by 36 percent during the second subperiod.

The papers by Arias et al. (2007) and Ledue and Sill (2007) identify smaller TFP
shocks as the main source of the decline in real output volatilitv. Arias et al. (2007)
use a real business cvele model {eaturing variable capacity utilization, vartable clfort
and indivisible labor along the lines of Burnside and Eichenbaum (1996) to study the
sources of the decline in the volatility of output growth. Yet, they make no attempt to
also explain the large drop in the volatility of inflation. But, it is well known that real
business models grossly overstate the variability of inflation in response to TFP shocks
because in these models prices are perfectly flexible (see Lin and Phaneuf, 2007).

Ledue and Sill (2007) develop a sticky-price model with an cnergy sector and firms
facing a quadratic price-adjustment cost. The volatility of inflation i the data is 6.6

times larger than that predicted by their model.
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3.7 Conclusion

Hall (1997) forcefully argues that the emphasis on technology shocks in business
cycle theory may have been misplaced. He offers evidence consistent with Shapivo
and Watson's (1938) finding that shifts in labor supply have been a key driving force
at, business-cycle frequencies during the postwar period. This chapter provides new
evidence of the potential importance of labor supply shocks by showing that they have
been the main source of the large decline in the volatility of real output growth during
the Great Moderation. However, we also find that the large drop in the variability of
inflation is almost cvenly explained by chianges in the behavior of the private sector. a
less accommodative monetary policy and smaller shocks.

The DSGE framework used for the purpose of onr empirical investigation is built on
the premises that price-setting firms face a variable elasticity of demand and that labor
is firm-specific. These assumptions help resolve the conflicting pictures between the
microeconomic evidence indicating that firms reoptimize prices guite frequently with

the evidence fronn aggregate time series that inflation is quite persistent.



Table 3.1: Summary Statistics about OQutput Growth

and Inflation

1948:1-2006:1T  1948:1-1979:11  1984:1-2006:11

Qutput growth 0.0130 0.0153 0.0069
Tuflation 0.0069 0.0078 0.0027
corr(Ay, m) -0.2079 -0.1672 -0.3104
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Table 3.2: Maximum Likelihood Estimates (Benchmark Model)

1948:1-2006:11

1948:1-1979:11

1984:1-2006:11

Parameter  Estimate S.E Estimate S.E Estimate S.E W statistic
b 0.5713 0.0012 0.5938 0.0104 0.5598 0.0010 10.6521%**
1/, 0.8496 0.0010 0.8204 0.2133 0.8618 0.0119 0.0377
1/7, 0.1484 0.0081 0.1229 0.0887 0.1551 0.0018 0.1315

S ey) 2.7520 0.0192  2.6416 0.0092  3.1621 0.2882  3.2585*

P 0.7542 0.0234  0.7861 0.0260  0.7433 0.0001  2.7278*

P 1.5295 0.1337 1.3143 0.0079  1.7401 0.1595  7.L105%**
Py 0.1511 0.0652 0.1739 0.0611 0.1428 0.0732  0.1060

e 0.5696 0.0461 0.5903 0.0068 0.5477 0.1530 0.0773

P 0.8832 0.0198 0.9090 0.0101 0.8621 0.0240 3.2368*

i 0.7918 0.0336  0.7336 0.0709 0.7738 0.0109 0.0789

r 0.0432 0.0125 0.0579 0.0001  0.03411 0.0055  18.3266%**
Tn 0.0115 0.0027 0.0128 0.0039  0.0086 0.0038 0.6016

T 0.0025 0.0002  0.0020 0.0002 0.0015 0.0001 4.6748**
a. 0.0122 0.0010 0.0134 0.0012  0.0094 0.0014 4.7707**
Th 0.0726 0.0118 0.0733 0.0104  0.0488 0.0038  4.8841**
a; 0.0343 0.0030  0.0371 0.0040 0.0238 0.0012  9.9570*%*
Nore: S.E denotes the standard deviation. *. ** and *** denote significance at the 10%. 5%.

and 1Y% level. respectivelv.



Table 3.3: Implied Probability of Price Reoptimization

Homogencous labor

Speeific labor

e=0 €e=10 €=33 =0 e=10 e¢=233
1948:1-2006:11
£ 0.815  0.7422 0.6423 0.6563 0.6233 0.5637
/(L =& 5.4052  3.8794  2.7953 29099 2.6344 2.2919
1948:1-1979:11
¢ 0.7879 0.7073 0.5989 0.6035 0.5698 (.5094
/(1 =8 4.7149  3.4165  2.493 25218 2.3245  2.0383
1984:1-2006:11
S 0.834  0.7674 0.6746 0.6905 0.6591  0.602
1/(1-8) 6.0257 4.2999 3.0727 3.2313 2933 25125
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Table 3.4: Output Growth and Inflation:

Standard Deviations and Correlations

1948:1-2006:11

1948:1-1979:11 1984:1-2006:11

Data  Model
Output growth  0.0130  0.0129
Inflation 0.0069  0.0064
corr( Ay, 7 -0.2079  -0.0831

Data  Model Data  Model
0.0153  0.0142  0.0069  0.0081
0.0078  0.0080  0.0027  0.003>
-0.1672  -0.0583  -0.3104 -0.1461




Table 3.5: Forecast Error Variance Decompositions (in %)

Output
Horizons Technology Monetary Consumption  Labor supply  Investment
1 9.5055 6.1120 10.1568 42.5481 31.6776
4 11.9442 2.6982 2.7433 03.8372 28.7771
8 15.6078 1.3945 1.1437 56.9637 24.8903
20 20.7602 0.7397 0.5854 50,1616 18.7531
40 19,4559 0.5009 0.3949 36.2612 13.3871
100 74.3662 0.2528 0.1992 18.3844 6.7975

Hours worked
Horizons  Technology  Monctary  Consumption  Labor supply  Investment

1 6.3384 2.5617 4.2570 73.5662 13.2768
4 1.2622 1.8642 2.0406 78.8516 15.9814
8 0.8186 1.1641 1.1084 83.3003 13.5535
20 1.0844 0.9022 0.8531 86.0103 11.1501
40 1.2638 ().8945 0.8433 85.35306 11.6428
100 1.2903 0.8925 0.8410 85.2350 11.7412
Inflation
Horizons Technology Monetary Consumption Labor supply Investment
1 0.5180 11.8608 1.3689 61.9231 24.3292
4 0.4843 12.2763 1.3148 48.3301 37.5939
8 1.3026 11.8163 1.2281 45.0892 40.5638
20 2.8080 11.4288 1.1894 43.98353 40.5885
40 3.2304 10.9257 1.1383 43.7724 40.9331

100 3.2762 10.8197 1.1274 43.8799 40.8908




Table 3.6: Contributions to the Reduction of the
Standard Deviation of Output Growth
and Inflation (in %)

Private sector  Monetary policy Shocks
Ay, 9.2 5.9 84.9
T 32.5 34.3 33.2

Table 3.7: Contributions of Shocks to the Reduction of the Standard

Deviation of output growth and inflation (in %)
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Technology  Monetary policy  Consumption  Labor supply  Investment
Ay 8.2 1.4 5.9 58.8 235.7
7 3.8 5.1 1.6 17.3 42.2




Figure 3.1: Output Growth and Inflation
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Figure 3.2: Vector Autocorrelation Functions: Benchmark Model vs Vector
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Figure 3.3: Impulse Responses to a Positive Technology Shock
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Figure 3.4: Impulse Responses to an Expansionary Policy Shock
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Figure 3.5: Impulse Responses to a Positive Shock to the Marginal Utility

of Consumption
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Figure 3.6: Impulse Responses to a Positive Labor Supply Shock
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Figure 3.7: Impulse Responses to a Positive Investment-Specific Shock
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Appendix

This appendix briefly shows how the Phillips curve equation (3.16) is derived. First,
recall that (1) denotes the demand clasticity of intermediate good @ cvaluated at the
steady state. We linearize the first-order condition for the finished-good Hrm's prob-
lem (3.9). the no-profit condition for the finished-good firm (3.13). and the first-order

condition for the optimal price of the intermediate-good firm (3.14). These equations

are:
Yiter = Yror = —<(1)(P] = Prar)s (i)
<
P = § _07\'/- (iiy
] X
m(}ﬁ —m) =E Z(ﬂf)r[mci‘l.+r + Prvr = P —01(pf = prae)|. (iif)
=0
where

Gl(/
1+ (1 + 7—((]]—))) (1)
(1) -1

¢1 =

Eichenbanm and Fisher (2004, appendix) show that 1 + (l + %v,”((—ll))> £(1) = €. where €

is the percent change in the elasticity of demand due to a one percent change in the
relative price of the good. evaluated at the steady state. From the houschold’s Arst-ordoer
conditions. we have :

(T+n)esivr = (1 +m)liser (iv)
The real marginal cost of firm 7 is velated to the aggregate real marginal cost by:
MCiftr = MCyr — v2(P] = Prar). (v)

where

o = (£(1)-1) A-B - 1} ; A= (lﬂ) ‘ B = (( (1+m)? ) .

(1+a(A-B)" 1o 2+ + ) (1= a)

whoere I is an indieator function taking a value of 1 if capital is homogenous and mobile

across fivms. and a value of 0 if capital is fixed. Note that as n, — >x. then 3 — 0.
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Substituting (i). (i1). {iv) and (v} in (iii) and rearranging, we obtain equation (3.16) in

chapter 3:
m o= 3Emy1 + Dimey.

where I = %Mga_!, and g =1+ @1 + o
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