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RESUME

Dans cette thése, je développe un nouveau modéle théorique qui prédit le prochain
mot d’une phrase. Ce modéle s’inspire de plusieurs disciplines académiques et in-
teégre différents cadres et outils de la linguistique théorique, des sciences cognitives,
de la linguistique computationnelle et des modéles du raisonnement analogique.
En utilisant une perspective hautement interdisciplinaire concernant la nature de
la prédiction linguistique et les types de processus cognitifs qui y sont impliqués, je
présente un ensemble de desiderata cognitifs que les théories linguistiques doivent
prendre en compte : incrémentalité, non-monotonie et interprétabilité du contenu
sous-propositionnel. Je distingue deux types de contributions lors de la dérivation
d’une prédiction linguistique : celles provenant de différents niveaux de granular-
ité sémantique et celles provenant de la coordination de l'interaction linguistique
et je présente un modéle de langage qui marie ces deux contributions.

Cette approche est testée a la fois pour ’adéquation empirique et pour le réalisme
cognitif. Afin de répondre aux contraintes d’adéquation empirique, nous avons
vérifié que les prédictions du modéle reflétent les résultats d’études empiriques sur
la procédure de cloze. Lors d’une tache de cloze, un participant se voit présenter
une phrase (ou une série de phrases) ou des mots ont été omis, et le participant
est ensuite invité a compléter le mot manquant. Par exemple, si on montre & un
participant une phrase comme “J’ai posté ma lettre, mais j’ai oublié de mettre le...”,
il est relativement facile de deviner que le prochain mot sera probablement timbre
et non voiture. Une fois que plusieurs participants ont accompli la méme tache de
cloze, nous pouvons attribuer une valeur de prédictibilité & chaque mot enregistré
en fonction de leur fréquence d’utilisation. La prédictibilité est souvent utilisée
en psycholinguistique et en neurolinguistique pour mesurer les propriétés liées a
la prédiction et au traitement linguistique; elle a été liée avec le temps de lecture
en psycholinguistique et avec la valeur des composants N400 dans les expériences
EEG en neurolinguistique. Cette thése modélise ces valeurs de prédictibilité a
I’aide d’outils statistiques et informatiques pour prédire les continuations les plus
probables pour une phrase donnée en fonction du sens de cette phrase et, surtout,
de la sémantique du discours précédent.

Dans la théorie développée dans cette thése, les continuations sont calculées a
I'aide d’un réseau sémantique basé sur l'activation ou le niveau d’activation de
tout concept & un moment donné représente le degré auquel ce dernier est activé
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par les informations extraites de la phrase tronquée et par le contexte global.
Cette valeur d’activation est proportionnelle au poids des connexions entre ces
concepts et elle peut étre traitée comme une probabilité de cooccurrence entre
deux mots. A un instant donné, ces probabilités de cooccurrence déterminent
la prédiction linguistique qui est basée sur l'interrelation entre tous les concepts
représentés dans le réseau sémantique. Je dérive les réseaux sémantiques a partir
des matrices de similarité qui représentent la similarité de cooccurrence entre
différents niveaux de constructions linguistiques.

Lors de 'attribution d’une probabilité relative d’occurrence pour les continuations
potentielles, nous considérons a la fois la contribution de la phrase tronquée et
la contribution du contexte global. J’ai développé des modéles pour deux types
d’informations contextuelles : un modéle de topic et un modéle de situation, et je
présente une représentation multicouche de la prédiction linguistique qui intégre
la contribution des représentations au niveau de la phrase, la contribution du
niveau contextuel et la constante interaction entre eux. Les deux niveaux de
représentation ont un réle primordial dans la dérivation de cette prédiction.

Le modéle de prédiction linguistique présenté dans cette thése est centré sur la
coordination de l'interaction linguistique, et il illustre le lien crucial entre les
niveaux de représentation impliqués dans le traitement pragmatique.

Mot-clés: prédiction linguistique, représentation du contexte, influence du con-
texte, tache de cloze, espace conceptuel



ABSTRACT

This thesis develops a new theoretically-driven model that predicts the antici-
pation of upcoming words in a sentence. This model draws from a number of
academic disciplines, and it incorporates different frameworks and tools from theo-
retical linguistics, cognitive science, computational linguistics, and computational
models of analogical reasoning.

Using a highly interdisciplinary perspective regarding the nature of linguistic pre-
diction and the kinds of cognitive processes involved therein, T present a set of
cognitive desiderata that linguistic theories must consider: incrementality, non-
monotonicity, and interpretability of sub-propositional content. I differentiate two
kinds of contributions when deriving a linguistic prediction: those coming from
different levels of semantic granularity and those coming from the coordination
of linguistic interaction, and I present a language model that marries these two
contributions.

This approach is tested for both empirical adequacy and cognitive realism. In or-
der to respond to the constraints of empirical adequacy, we verified that the model
output mirrors the results of empirical studies on the cloze procedure. A cloze
procedure is a task where a participant is presented with a sentence (or a series
of sentences) where words have been omitted, and the participant is then asked
to complete the missing word. For example, if a participant is shown a sentence
like “I posted my letter, but I forgot to put the...”, it is relatively easy to guess
that the next word will probably be stamp and not car. When many participants
have completed the same cloze task, we can assign a predictability value to every
recorded word based on their frequency of use. Predictability is often used in psy-
cholinguistics and neurolinguistics to measure properties related to prediction and
linguistic processing, and it has been correlated with processing time in reading
time studies in psycholinguistics and also with the N400 components of EEG ex-
periments in neurolinguistics. This thesis models these predictability values using
statistical and computational tools to predict the most likely continuations for a
given sentence based on the meaning of that sentence and, notably, the semantics
of prior discourse.

In the theory developed in this thesis, the possible continuations are obtained
using an activation-based semantic network where the level of activation of any



XV

concepts at a particular time represents the degree by which they are triggered by
the information retrieved from the truncated sentence and the global context. This
relative value of the spreading activation is proportional to the connection weight
between these concepts, which can be treated like a probability of co-occurrence
between two words. At any given time, these co-occurrence probabilities deter-
mine the linguistic prediction based on the relationships between all the concepts
represented in the semantic network. I derive the semantic network from similarity
matrices representing the similarity of co-occurrence between different linguistic
constructions.

When assigning a relative probability of occurrence for potential continuations,
we consider both the contribution from the truncated sentence and the contri-
bution from the global context. I developed models for two kinds of contextual
information: a topic model and a situation model, and I present a multi-layered
representation of linguistic prediction that integrates the contribution from the
sentence-level representations, the contribution from the contextual level, and the
constant interaction between them. Both representational levels have a primordial
role in the derivation of this prediction.

The model of linguistic prediction presented in this thesis is centered around the
coordination aspect of linguistic interaction, and it illustrates the crucial connec-
tion between the representational levels involved in pragmatic processing.

Keywords: linguistic prediction, representation of the context, contextual influ-
ences, cloze task, conceptual space



INTRODUCTION

This resolutely integrative thesis investigates linguistic anticipation, namely how
we anticipate the next word of a sentence, bringing together different notions and

approaches to propose a theoretical processing model for linguistic prediction.

First, we consider the cloze task. The most common version of a cloze task is a task
in which participants are asked to complete a sentence that has been truncated.
For example, participants are shown sentences like “I posted my letter, but I forgot
to put the...”. In this particular sentence, it is relatively easy to guess that the next
word will most probably be stamp and not car or something else. When many
participants have completed the same cloze Task, it is possible to assign a cloze
score (or cloze value) to every recorded word based on their frequency of use. Once
we have computed the different cloze scores for different incomplete sentences, we
can use this information in different experimental settings to measure different

properties related to linguistic prediction and sentence processing.

Secondly, predictability has been defined as the easiness one can predict the up-
coming word given a specific linguistic context. Predictability is often used in both
psycholinguistic and neurolinguistic empirical studies. It has been correlated with
processing time in reading time studies in psycholinguistics, and it has been cor-
related with the N400 components of EEG experiments in neurolinguistics. One

problem is that the notion of predictability seems to overlap many other notions

!The theoretical framework I am presenting in this thesis should be understood as a
general theory of prediction that could be used to develop different concrete models of lin-
guistic prediction. Throughout this thesis, I use the word model to refer to the more specific
implementation of this theoretical framework I am presenting here.



like those of plausibility and possibility. Thus, a redefinition of the concept of
predictability or at least a full investigation of the exact nature of the cloze task

itself would be beneficial.

Thirdly, computational approaches of meaning and many tools have been recently
developed to represent meanings of words and sentences at different detail levels.
For example, Distributional Semantic and neuronal network approaches are now
rapidly improving, and some recent cognitive models of surprisal (or prediction)
are interested in simulating empirical results. The recent advances in these three
fields make it possible to combine their respective contributions to develop an

integrative view of linguistic processing.

For this purpose, I first present the basics regarding the nature of the cloze task
and the kinds of cognitive processes involved (Chapter 1). T then discuss the cur-
rent state of empirical research about prediction and processing time regarding the
role of predictability and cloze scores (Chapter 2). Chapter 3 presents a desidera-
tum for linguistic tools, and I present different linguistic approaches that fit well
with these requirements. Chapter 4 presents a language model that integrates the
contribution from meaning compositions. The contribution from the coordination
aspect of linguistic prediction and its relationship with the meaning compositions
is discussed in Chapter 5. Finally, in Chapter 6, I discuss issues and potential
improvements for the model, and I compare its structure and characteristics with

other related approaches interested in linguistic prediction.



CHAPTER 1

WHAT IS LINGUISTIC ANTICIPATION?

We can start by asking ourselves one question: is it possible for someone to predict
or anticipate upcoming words during day-to-day communication? One might say
no, because we normally do not know in advance what our interlocutor will say. It
is indeed difficult to precisely predict what one wants to utter without any other
clues. However, surprisingly enough, it is not uncommon to do so, at least at the
utterance level. Consider, for example, (1) where the last word of the utterance

is missing:

(1) T went to the bakery for a loaf of ...

When we ask different people to find the missing word of (1), they almost all say
that this word should be bread. This task has been completed by 400 participants,
and 98% of them chose bread as the missing word (Block & Baldwin, 2010).
This result shows that even if we usually think that we cannot predict the next
upcoming word, we can still do so, and it seems that our prediction is very similar

to other’s predictions.

Using examples like (1) we could even question the optionality of this prediction.

If T utter (1) in a conversation and I stopped right before the last word, you might



already have predicted the next word, and you would have difficulties not pre-
dicting it. In other words, the hearer cannot not predict the next upcoming word
when facing incomplete utterance like (1). Another property of this prediction is

the uniformity of responses made by different participants, i.e., 98%.

The sentence in (1) is called a High-Constraining Utterance (HCU) because it
triggers specific predictions about upcoming words (Grisoni et al., 2017; Kuper-
berg et al., 2020): the different information that was expressed by (1) made it
possible to narrow down the possibilities to a single word. During this predictive
process, we might start our search for the next word using the fact that not all
kinds of lexical categories can follow a preposition like of. Usually, in English,
after a preposition, we have an adjective or a noun phrase that already constrains
the category of the upcoming word because it tells us that we should not look
for a verb, for example. Then, we can use the fact that the lexical meaning of
the word loaf is almost always associated with bread, so if we want to continue
the constituent ‘a loaf of...” we will most probably use bread instead of something
else like meat. To definitively reject meat as the continuation, we could use the
lexical meaning of the word bakery, which, once associated with loaf, will surely

be enough to select bread as the expected continuation.?

Unfortunately, highly-constraining utterances like (1), where almost everyone pre-

dicts the same word, are relatively rare compared with less constraining ones like

(2).

(2)  The kind old man asked us to ...

2Throughout this thesis, the term continuation refers to the word that follows the point
of truncation of a given sentence. It should not be mistaken with the concept of “continuations”
used in theoretical computer science that refers to the context surrounding an expression (Barker
& Shan, 2014).



Here, it is more difficult to predict the missing word because we have more op-
tions that would be regarded as an acceptable continuation of this utterance. To
illustrate this difficulty, we can try to reproduce the same predictive process I
described for (1). First, we note that the kind of word that follows fo is usually
a verb or a noun phrase, but here if we consider the bigger constituent ‘asked us
to’ instead, then the next word is definitely going to be a verb. The problem here
is that we cannot use the meaning of any word in the rest of the utterance to
help constrain the domain of possibilities because kind, old, man, asked are not
strictly associated with one single word. In this case, it would help us consider the
larger context of the utterance, but since we only have access to (2), we remain in
an uncertain world, having to guess more than predict the next upcoming word.
This uncertainty is reflected by the many responses gathered by Bloom & Fischler
(1980). Here the continuations were more diverse: stay (26%), help (21%), leave
(10%), dinner (5%). An utterance that is not constraining enough to the next

word is called a Low Constraining Utterance (LCU).

The distinction between the two cases (LCU versus HCU) is related to the number
of clues available to help derive our prediction. In this thesis, I am interested in

describing how these clues are combined to influence our predictions.

Before presenting evidence for the presence of anticipatory behavior during lin-
guistic processing, it is important to distinguish between anticipation and pre-
diction. As defined by Van Petten & Luka (2012), ‘prediction’ is used when the
comprehender anticipates a specific word (or lexical item) from the sentence, and
‘anticipation’ is used as a broader umbrella term to indicate that a reader/listener
anticipates some semantic content, and may or may not have narrowed that ex-
pectation to a particular word (Van Petten & Luka, 2012). Although worded dif-
ferently, this distinction is close to the one proposed by Lederer (1978). Lederer

described two types of anticipation: linguistic anticipation and sense expectation



(or extra-linguistic anticipation). The linguistic anticipation is based on language
knowledge and is used to predict the end of sentences like (3-a). Whereas for
the sense expectation, we need extra-linguistic information because it cannot be

completed from linguistic cues only as we seen in (3-b) (Vandepitte, 2001).

(3)  a. She was green with...
b. They held off...

There is certainly a parallel to make between Lederer’s distinction between linguis-
tic anticipation and sense expectation and what was described in the first section
as High-constraining and Low-constraining utterances (HCU and LCU). As was
the case for the HCU, we would generally be able to predict that the next word
of (3-a) would most probably be envy, but we would have difficulty predicting the
continuation of (3-b) as it was the case for the LCU case because we lack clues
that would constrain the possibilities. In the latter case, we need extra-linguistic

information from the larger context to derive this prediction.

What has been divided procedurally as anticipation based on semantics and an-
ticipation based on pragmatics by Lederer is instead viewed as a difference in
the kind of results, either a specific word or a vaguer idea of semantic content.
In this thesis, I use prediction when referring to a specific lexical prediction and

anticipation when considering a broader, more general view of prediction.

1.0.1 Anticipation and linguistic processing

Le Ny (1978) suggested that anticipation was an ongoing cognitive activity run-



ning in parallel to the perception of the incoming speech sounds and their semantic
analysis; Kalina (1992) argued that anticipation was part of processing a source
text. In a famous series of experiments, Tanenhaus et al. (1995) measured the
gaze of interlocutors when spoken to. Their results showed that the interlocutor
established a visual reference to an object during the processing of linguistic data,
i.e., the interlocutor anticipated the referents of some word even before this word
had been fully pronounced. In their experiments, they asked participants to move

different objects around by using utterances like (4).

(4) Pick up the candy. Now put it above the fork.

For this particular case, Tanenhaus et al. (1995) showed the participants’ eye
gaze was initiated towards the candy approximately 145 ms after the end of the
pronunciation of the word candy. Because it takes about 200 ms to change the
direction of the eye gaze, this means the identification of the object ‘candy’ pre-
cedes the complete pronunciation of the word candy. In another example, they

asked a participant to move a card as in (5).

(5)  Put the five of hearts that is below the eight of clubs above the three of

diamonds.

Here, the participant looked at an eight of clubs that was above the five of hearts
immediately after below the. This particular example showed that a person does
not wait until the whole meaning of a sentence has been uttered before processing
the information available at any given moment. This evidence points towards
an incremental and greedy process of the interpretation of linguistic meaning.

Therefore, a person is not only able to integrate incomplete information, but she



does it at the earliest moment possible, as soon as she can establish a reference
even if it has not been explicitly stated yet (Tanenhaus et al., 1995). Put together,
the results for (4) and (5) support the idea that a person anticipates the next

upcoming bit of information.

This human propensity for anticipation was also used to explain evidence from Se-
divy et al. (1999) which showed that adjectives were also processed incrementally.
Their experiment asked participants to grab different objects among four different
objects (one pink comb, one yellow comb, one yellow bowl, and one knife) while

registering their gaze.

(6)  Touch the pink comb. Touch the yellow ... (comb/bowl).

Their results indicated that most of the time, the modified noun was interpreted
contrastively, i.e., participants were looking at the comb and not the bowl, and
this implied that the adjective yellow was processed as soon as uttered. Their
results provide additional evidence that linguistic processing is incremental and

that interpretation is derived moment-by-moment (Sedivy et al., 1999).

Evidence for incremental processing has also been observed beyond the sentence
level. In Rohde & Horton (2014), they were interested in coherence relations be-
tween utterances, and their results disconfirmed the Clausal Integration account,
which states the “intersentential pragmatic relationships can only be made after
the structural and semantic properties of the two individual sentences have been
determined” (Rohde & Horton, 2014, p.669). Instead, they showed that anticipa-
tory looks revealed a preference for particular coherence relations, such as Cause
and Consequence relations, even before the end of the utterance. For this purpose,

they trained participants to look at different locations, each representing different



coherence relations. The participant’s gaze was measured when they read sentence

continuations that violate the verb-based expectation for coherence relations.

(7)  Prompt: Arthur scolded Patricia in the hallway. [Cause bias|

a. Cause continuation: She had put thumbtacks on the teacher’s chair.

b. Occasion continuation: He then sent her to the principal’s office.

(8) Prompt: Heidi shipped Eric a package. [Occasion bias]

a. Occasion continuation: He wrote her a thank you note.

b. Cause continuation: She thought he’d like some cookies from home.

They showed that the looking behavior before the verb and the looking behav-
ior after the verb were not the same, and this change was sensitive to verb
classes. These results demonstrated that establishing a coherence relation is an
expectation-driven process because participants were trying to predict the co-
herence relations from the available cues from the first sentence before having

processed the second sentence.

Finally, we could also mention the event-related brain potential (ERP) experiment
by Van Berkum et al. (2005) where they observed an effect coming from the
gender of the preceding article of an expected word. ERP experiments will be
introduced in more detail in Chapter 2, but we can still briefly look at their
results here. The participants were presented Dutch stories that supported a
specific noun’s prediction, but these stories were continued with a gender-marked
adjective whose suffix mismatched the upcoming noun’s syntactic gender (Van

Berkum et al., 2005).

9) The burglar had no trouble locating the secret family safe.
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a. Of course, it was situated behind a big ey but unobtrusive painting.
(consistent)
b. Of course, it was situated behind a bigcommon but unobtrusive book-

case. (inconsistent)

Van Berkum et al. (2005) observed that ERP effects were larger when the adjective
was inconsistent with the expected upcoming word and that reading time was
slower for these cases. Their results suggest that a prediction about the upcoming
word is already derived when the participant is processing the adjective, and this
implies that prediction also play an active role during the incremental linguistic

process.?

Put together, this evidence from Tanenhaus et al. (1995), Sedivy et al. (1999),
Rohde & Horton (2014), and Van Berkum et al. (2005) support an incremental
view of linguistic processing, and they are also compatible with the idea that the
role of anticipation is essential for linguistic processing.? The fact that linguistic
processing is incremental allows the hearer to process every new input as soon
as possible, which would imply that if an input is processed faster, it should be
beneficial for the hearer. Anticipation would then be a natural way to shorten
the processing time because an input that is correctly predicted is an input that

is already partly processed.®

3If we are not presenting a non-incremental point of view it is because there is no
dispute regarding the incrementality of sentence processing, only different ways of modelling the
granularity of this incrementality.

4Observations about participants being able to anticipate Discourse Relations (Scholman
et al., 2017) are also pointing in the same direction.

5As we will discuss in Chapter 5 and Chapter 6, predictions are derived in parallel at
different spatial and temporal scales which means that even though a prediction at a particular
scale turns out wrong, the error signals that is propagated across scales will eventually be
suppressed by a higher-level prediction (Clark, 2016; Friston, 2005). In other words, the cost
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As argued by Kamide et al. (2003), incremental processing and anticipation are
independent of one another, and it is essential to mention that anticipatory be-
havior does not diminish the importance of the interpretation process in itself
because, in the end, an input has still to be interpreted, and it is the output of
this interpretation process that is then compared with the information that the
system has predicted. In the words of Van Berkum et al. (2005, p.464): “predicting

the trajectory of a frisbee does not preclude actually catching it.”

Furthermore, anticipation could also naturally explain current results in turn-
taking studies (De Ruiter et al., 2006; Levinson & Torreira, 2015; Levinson, 2016;
Corps et al., 2018). In a similar fashion to what Tanenhaus et al. (1995) proposed,
Levinson & Torreira (2015) argued that anticipation is a key explanation when
trying to make sense of the short gap between speaking turns. Namely, the gaps
between speaking turns are very short (around 200 ms), but the latencies involved
in language production are much longer (600 ms). Positing the existence of some
anticipatory behaviors related to language processing would easily explain this
discrepancy between short gaps and longer latencies because if the second speaker
can anticipate the complete utterance of the first speaker, then she is also able
to plan her response (Holler et al., 2015; Levinson, 2016; Riest et al., 2015). In
other words, a speaker starts thinking about the next utterance even before the

previous speaker has finished his utterance.

To better understand the mechanics of the anticipation process during turn-taking,
Corps et al. (2019) used constrained and unconstrained utterances during a dia-
logic simulation (see (10-a) and (10-b)) to show that linguistic prediction did not
influence the anticipation of the end of speaking turn. Although, it seems that

the broader discourse context plays a more critical role when a listener tries to

of recovering a wrongful prediction will be counterbalance by the benefits of having a correct
prediction at a higher level.
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anticipate the end of a speaking turn: they found that listeners responded earlier

in the constrained case ((10-b)) compared to the unconstrained case ((10-b)).

(10)  a. [Constrained|: What music do you listen to? I really like Taylor
Swift.
b. [Unconstrained|: Is there anything specific I should know about you?

I really like Taylor Swift.

These results support the idea that anticipation involves processes that are taking

place above the sentence level.

1.0.2 Anticipation or Prediction?

Anticipation has also been discussed in other fields related to communication in
general, e.g., in the domain simultaneous interpretation (SI). In SI, the interpreter,
who is translating from one language to another on the fly, has to form a complete
proposition from a truncated one, i.e., from a proposition that has yet to be

expressed entirely (Le Ny, 1978; Lederer, 1978).

(11) sugars are playing important positive roles.
Le role positif et important des sucres.

In this example taken from Vandepitte (2001), an expert interpreter can produce
the word role in French even before the word roles has been pronounced in En-
glish. This need for anticipatory SI behavior has already been studied by Chernov
(2004) and also by Vandepitte (2001). Vandepitte sees anticipation as producing
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a particular mental representation without being completely induced yet through

the speaker’s sounds (Vandepitte, 2001, p.38).

This kind of anticipatory behavior is very close to what was described by Lau et
al. (Lau et al., 2013, p.487) as the “generation of expectancies from contextual
representations held in working memory.” If the role of anticipation in ST is
well accepted, its role in a ‘standard-setting,” where two individuals talk to each
other, is still debated. For example, in Vandepitte’s view (2001), anticipation
involved in SI should not be mistaken with a “normal comprehension process”
because, in the latter, the hearer does not have to engage in anticipation. In
contrast, the interpreter always has to anticipate to be better at his task. The
difference between SI and ‘normal’ conversation is the difference in the goal of the

anticipatory process.

An interpreter’s goal is not to translate one-to-one the meaning of every word but
to convey the idea behind the sentence. The interpreter has to make sure she
translates as fast as possible the uttered content to minimize the lagging between
the source utterance and the translated one. On the other hand, in a ‘normal’
conversation, the hearer’s goal is generally to retrieve the meaning conveyed by the
speaker, and this might involve being able to vaguely anticipate what a speaker
says during his speaking turn, and, in that case, the temporal constraint is less

important (Ferreira & Lowder, 2016).

The idea defended by Vandepitte (2001) that anticipation is motivationally driven
or goal-oriented is in phase with the recent empirical results from Brothers et al.
(2017) where they measured different brain responses by varying the instructions
to the participants. In the first part of their experiment, they asked the participant
to read a text passage, while in the second part, they asked them to predict each

passage’s final word. Brothers et al. (2017) showed the different brain activation
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patterns relative to these two instructions, which in turn implies that the nature

of the goal of a task influences the way anticipatory behavior is used.

Notwithstanding this significant result, the question here should not be about the
influence of different goals on anticipation, but rather it should be about the pos-
sibility that anticipation is a strategy that could be applied at the comprehension
stage (Kalina, 1992). The most common reason to justify the need to have an-
ticipatory behavior is that it should help minimize the cognitive effort to process
upcoming information because predicting the upcoming information should facil-
itate the integration of this information during language comprehension (Ferreira

& Chantavarin, 2018).

In recent years, this question about the role of anticipation in language processing
has drawn much attention from the linguistic and cognitive science communities
(Kuperberg & Jaeger, 2016), but despite being increasingly investigated, empirical
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