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RESUME

Maintenant que le Programme de formation de I’école québécoise est implanté depuis
plusieurs années au niveau primaire, il fait I’objet d’évaluation. Par contre, le domaine de
I’évaluation de programme se fait souvent remettre en question par rapport a sa capacité de
produire des recommandations pertinentes. Il existe donc un besoin de recherche
fondamentale dans le domaine de I’évaluation de programme. Pour améliorer I’évaluation de
programme dans le domaine de I’éducation, il est essentiel d’effectuer de la recherche
fondamentale dans le domaine de I’évaluation de programme.

Fournier (1995) et Hurteau et Houle (2006) ont effectué des recherches qui visaient la
pratique en évaluation de programme. Leurs réflexions portaient sur la distinction entre ce
qui constitue la pratique et ce qui a été élaboré pour la soutenir. Par contre, il existe une
confusion dans la littérature a ce niveau car cette distinction n’a jamais fait I’objet d’une
étude empirique. Notre recherche s’inscrit dans cette perspective afin d’établir un cadre de
référence pertinent et d’examiner si le processus propre a I’évaluation de programme différe
de I’application de son instrumentation.

Nous avons analysé des réponses a un scénario simulé. Ces réponses représentent trois
orientations théoriques: méthodes, jugement de valeur et utilisation. Méme si ces
orientations ne sont pas nécessairement des catégories mutuellement exclusives, chacune
s’attarde a une perspective distincte. L orientation théorique associée aux méthodes utilise
une approche expérimentale ou quasi-expérimentale ou la rigueur est fondamentale.
L’orientation du jugement de valeur souligne I’importance de porter un jugement sur la
valeur du programme évalué afin d’offrir I’information nécessaire a une prise de décision.
L’orientation théorique de I’utilisation s’attarde a I’utilisation des résultats de I’évaluation
afin d’obtenir un changement au niveau organisationnel.

Des grilles d’analyse sont utilisées pour identifier les éléments du processus de |’évaluation
de programme et une analyse croisée des données quantitatives démontre le taux de présence
de chaque élément dans chaque orientation théorique. Ces données sont ensuite appliquées a
une analyse de contenue et font I’objet d’une analyse qualitative. Les composantes de
’instrumentation sont aussi appliquées a chaque orientation théorique. Les standards de
pratique provenant du Joint Committee servent de cadre de référence pour identifier les
variances et les choix méthodologiques sont étudiés a partir de criteres prédéterminés.

Les résultats démontrent qu’a un niveau global les trios orientations théoriques ont présenté
les éléments du processus de ’évaluation de programme. Par contre, des différences ont été
identifiées dans |’orientation de I’utilisation. C’est a souhaiter que la présente recherche
éclaire notre sujet en stimulant la discussion et de futures études.



ABSTRACT

Now that the Quebec Education Program has been implemented, evaluators are being called
upon to assess its contributions. However, the field of program evaluation’s ability to provide
relevant recommendations has been said to be questionable. As such, there exists a desperate
need for fundamental research in the field of program evaluation. It stands to reason that in
order to improve program evaluation in the field of education, we must conduct fundamental
research in the field of program evaluation.

Researchers such as Fournier (1995) and Hurteau & Houle (2006) have provided some
insight into program evaluation practices. These researchers distinguish between that which
constitutes the practice and that which was elaborated to support it. However, there seems to
exist confusion in the literature regarding this distinction since it has not been empirically
studied as of yet. It is within this perspective that our study’s main goal is to examine
whether the program evaluation process differs from the application of its instrumentation so
as to establish a relevant frame of reference.

In order to conduct such an investigation, we first analyze responses to a simulated scenario
presented from three different theoretical perspectives, valuing, methods and use. Although
each orientation is not necessarily a mutually exclusive category, their main focus differs
from one orientation to the next. The main focus of the valuing theoretical orientation is on
providing a judgment of the program’s merit or worth in order to inform the decision making
process. The main concern of the methods theoretical orientation main is with the use of
experimental or quasi-experimental methodology in order to augment the evaluation’s rigor.
According to the use theoretical orientation, the ultimate goal of program evaluation is for the
results to be used in order to achieve organizational change so as to best serve the client.

Analysis of the simulated scenario responses are presented in an analysis grid which shows
identified elements of the program evaluation process and a quantitative cross-analysis of the
data is performed to show how this data pertains to the rate of occurrence of each element, in
each theoretical orientation. Then, this data is applied to a content analysis and becomes the
object for qualitative investigation. Components of the instrumentation are applied to each
theoretical orientation. The Joint Committee’s Program evaluation Standards serve as a
frame of reference in identifying discrepancies within each theoretical orientation and criteria
are formulated to guide the investigation regarding the methodological choices.

The results obtained in our research show that, globally, the three theoretical orientations did
indeed present the elements of the program evaluation process, with discrepancies identified
in the use orientation. Nonetheless, the goal is not to trivialize the value of any given
theoretical orientation; it is to shed light on the topic in order to stimulate discussion and
future research.



INTRODUCTION

Since the 1960’s the field of program evaluation has been growing and expanding.
With curriculum reforms at the forefront of on going debates in the field of education,
there exists a growing need for evaluations to be conducted in this area so as to
provide relevant findings in order to address the changing needs in society. However,
program evaluation’s ability to generate relevant findings which enlighten the
decision-making process is regularly called into question. As such, conducting
fundamental research in the field of program evaluation with the goal of improving
current practices, will inevitably improve program evaluation in the field of education.
In an attempt to guide evaluators in their practices, researchers from various
theoretical orientations have developed evaluation models which created a certain
confusion since practitioners commonly associate the application of the models with
the practice of program evaluation. Through her research on the application of
evaluation models, Christie (2003) reached the following conclusion: “Over the past
thirty years eminent evaluation theorists have appealed for increased empirical
knowledge of evaluation, based on the notion that such knowledge is necessary to
explain the nature of evaluation practice ... Although an appeal for the empirical
study of evaluation practice has been made repeatedly, it has met with little response”
(p.7).

Recent reflections emanating from Hurteau and Houle’s (2006) research, have
allowed these authors to establish a distinction within the practice (as suggested by
Christie, 2003); the specific act of evaluating and the instrumentation elaborated to
support this act (evaluations models being a prime example). However, this
distinction has never been empirically studied and so this research is an effort to
examine the distinction between the practice and the instrumentation which supports
it. This distinction paves the way for research to move beyond by questioning

whether models fulfill their supportive function. It is within this perspective that the
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present research attempts to examine whether the program evaluation process differs

from the application of its instrumentation.

The intent is neither to diminish the value of evaluation models nor to trivialize them
but rather to increase the body of knowledge surrounding evaluation practice in order

to-improve the practice which is, as mentioned, often called into question.

The first chapter, the problem statement, will provide the fundamental information
needed to contextualize the present study. Emphasis will be placed on the problem
arising from an existing gap in evaluation literature. This chapter will build a

foundation on which the main research will rest.

A review of literature will constitute the second chapter. This chapter will present a
working definition of program evaluation and the instrumentation. Particular
emphasis will be placed on evaluation models developed from different theoretical
perspectives since they will be the main component of the instrumentation that will

be investigated.

The methodology will be presented in the third chapter. The research’s intended
design, the source of data, the instrumentation, the plan of analysis and its rigor will
constitute this third chapter.

The fourth chapter will present and analyze the results emanating from the collected
data. It will do so by providing summary tables of the quantitative findings and direct
quotes to support the qualitative findings.

The final chapter of the present study is the discussion which will highlight key
findings in an attempt to shed light on the studied dilemma.



CHAPTER ]

STATEMENT OF PROBLEM

This first chapter serves to contextualize and state the problem of the present research.
Our main focus is on the program evaluation process and the application of
evaluation models in this process. The reflection that arose from these considerations

enabled us to formulate a problem statement as well as the main research hypothesis.

1. DEFINING PROGRAM EVALUATION

Lincoln (1985) elaborated her own definition of program evaluation which introduced
terms such as “controlled investigation” and “value of the unit as a whole”. Scriven
(1991) subscribes to this perspective and emphasizes that program evaluation is based
on determining the value or the merit of a unit. McLaughlin and Jordan (2004) add
that evaluation is: “An intentional transformation of specific resources (inputs) into
certain activities (processes) to produce desired outcomes (results) within a specific

context” (p. 7).

Thus, program evaluation involves a systematic gathering of data whose main
objective is to study feedback systems in order to render a value judgement, so as to
improve or to influence decisions concerning its future outcome (Patton, 2002;
Patton, in Alkin, 1990; Scriven, 1951; Stake, 2004). It is part of a program
management perspective. In order to better understand the nature of its goals, due
consideration must be given to its target audience as well as to the very nature of the

judgements it generates.



Stake (2004) summarizes the positions held by establishing that evaluations offer an
assessment of the value and performance of a program so as to improve it. Mathison
(2004) defines program evaluation as being a rigorous process which involves
rendering a judgement regarding a program’s value and is part of sound management
practices. Although these definitions do allow for a general portrait of program
evaluation, evidently, there exist numerous definitions of program evaluation and no

single one has taken hold among all evaluators (Mark, Greene & Shaw, 2006).

2. THE EVOLUTION OF THE FIELD OF PROGRAM EVALUATION

Although program evaluation is commonly thought to be a recent phenomenon, it
originated over 150 years ago. This misconception may be explained in large part by
the fact that it wasn’t until the end of the 1960’s that program evaluation received
considerable attention from the scientific community. It is during this period that
researchers in the field of social sciences were called upon to evaluate the efficiency
of numerous programs that were highly acclaimed following the Second World War
(Madaus and Stufflebeam, 2004). Although originally program evaluation applied
social science research techniques to render a value judgment regarding a program’s
performance (Suchman, 1967), it became, with time, a separate discipline that has
distinguished itself from research and evaluative research by its unique ability to
provide an effective management tool aimed at enlightening the decision-making

process (Hurteau & Houle, 2005b).

The 1960’s brought a “boom” in program reforms and with it an increasing need for a
new perspective of evaluation. Nonetheless, the trend in program evaluation grew and
gained strength. Evaluation specialists were sought out and called upon more

frequently and diversified methods in evaluation became more apparent. As a result, a
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growing need to define a process unique to the field of evaluation arose. In response,
evaluation theorists focused their efforts on elaborating evaluations models and
methods that would help guide the practice. Thus, the 1970’s and 1980’s gave rise to
professionalizing the field of evaluation and research attempted to structure the
evaluation process by proposing various methods and models (Madaus and
Stufflebeam, 2004). As a result, it was during this period that prominent members of
the evaluation community united to form The Joint Committee on Program
Evaluation. These members elaborated a set of standards intended to guide evaluators
in the practice of rendering the system accountable and evaluating new programs’

level of efficiency.

As was experienced in the 1980’s, the field continued to expand in the 1990’s.
However, a growing concern within the evaluation community regarding the use of
evaluation findings began to surface; recommendations made in evaluation reports
were not being implemented as intended and/or evaluation findings were being
misused. As a result, this period was characterized by an emphasis on models
oriented toward the client. Stufflebeam’s (1983, 2000) Context-Input-Process-
Product (CIPP) Model, Patton’s (1978, 1986, 1997) Utilization-Focused Evaluation
(UFE) and Cousins’ (1992, 1998) Participatory Evaluation (PE) attempted to rectify
the dilemma by integrating stakeholder participation in the evaluation process.

Although research in the 1990’s focused on problems encountered in the practice,
research in the new millennium is shifting toward causal elements and solutions.
Stake’s (2004) contribution to the field of evaluation is undeniable since he
emphasizes the significant value of criteria and standards as being fundamental
components in all evaluations given that, without them, this activity remains at a

descriptive level, rendering the capacity to make value judgment very difficult.
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Finally, since much time, effort and resources have been spent on developing and
revising standards of practice and evaluation models, the new millennium has brought
with it a willingness to consolidate the acquired knowledge through accredited
training programs offered by professional associations. Thus, research on evaluation

is beginning to focus on the practice’s fundamental elements and components.

3. THE PROGRAM EVALUATION PROCESS AND THE
INSTRUMENTATION

The evolution which occurred within the field of practice, the confusion which
persists between the different constituents in evaluative practices as well as recent
studies have lead Hurteau & Houle (2006) to establish a distinction between that
which constitutes the specific act of evaluating and the different elements which
contribute to its support. Hurteau & Houle (2006) refer respectively to the modeling
of the program evaluation process, and the instrumentation. The figure presented on

the following page illustrates this concept.

In essence, the modeling of the program evaluation process is central since it
establishes the components that are associated to the specific act of evaluating which
distinguishes it from all other actions. Hurteau & Houle (2006) present the
instrumentation in four components; the Joint Committee’s standards of practice,
program evaluation models/theoretical orientations, methodological choices and
ethical guidelines offered by different evaluation associations. The instrumentation

focuses on Aow the evaluation will be conducted.



Figure 2.1: The modeling of the program evaluation process and the instrumentation

~ Program evaluation

The Joint

" models/theoretical
Committee’s. ~ orientations
standardsof

The modeling of the

program evaluation

 Ethical guideliries.
offered by the

= dlﬁerenf evaluation

associations

Methodological
- choices

Hurteau & Houle, 2006

The following sections will present an overview of each aspect of Figure 2.1 and will

be further developed in the following chapter.

3.1 The modeling of the program evaluation process

Originally, Scriven (1980) proposed the concept of the Logic of Evaluation which
involves the following four stages: (1) establishing criteria; (2) elaborating standards;
(3) measuring performance in relation to the established standards and; (4)
synthesizing and integrating the data to render a judgment. He later referred to the
phrase Logic of Evaluation as being “the specific principles of reasoning that underlie
the inference processes in all and only the fields of evaluation” (Scriven, 1995). Thus,
he associates the practice of evaluation to the Logic of Evaluation. Some authors,
such as Hurteau (1991), Fournier (1995) and Stake (2004) pursued Scriven’s original
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thinking and the culmination of their reflections lead to an elaboration of the
modeling of the program evaluation process (Hurteau & Houle, 2005a; Hurteau,
Houle & Duval, 2005). According to these authors, this modeling is involved in all
evaluations and synthesizes the different perspectives. The modeling of the program
evaluation process has been validated (Hurteau, Lachapelle & Houle, 2006) and it
includes the following 6 elements: (1) description of the program to be evaluated; (2)
establishing the evaluation’s dilemma at the onset of the evaluation; (3) rendering the
evaluation operational; (4) strategic choices; (5) making evaluative claims and; (6)

synthesizing/evaluative conclusions.

This reflection will be presented in the following chapter. For the purposes at hand,
suffice it to say that program evaluation practice follows a logical set of specific
activities resulting in a value judgment that is based upon identified objectives and
standards established in the early phases of the process. Thus, evaluation practice is
the specific act of evaluating and, as such, has a specific set of operations that are
unique to the practice of evaluating which are presented in the modeling of the
program evaluation process. In this sense, the modeling of the program evaluation
process is the specific act of evaluating and is a generic representation of the practice
(Hurteau & Houle, 2006).

3.2 The instrumentation

The instrumentation is considered to be that which supports the modeling of the
program evaluation process. Hurteau & Houle (2006) have identified standards of
practice, ethical guidelines, methodological choices and evaluation models as the

different aspects of the instrumentation.
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In an attempt to guide the evaluator, the Joint Committee (1981) developed Standards

for Evaluation of Educational Programs, Projects and Materials which were revised in

1994. The Program Evaluation Standards are a set of 30 standards divided into four

categories: utility, feasibility, propriety and accuracy. Also, every major national

evaluation society developed its own ethical guidelines which are all very similar in

nature. For example, the Canadian Evaluation Society (CES) produced Guidelines for

Ethical Conduct with three main guidelines (competence, integrity and accountability)
and 11 defining statements.

Finally, various evaluation models from different theoretical orientations were
elaborated. The past decades proposed so many models elaborated from so many
different perspectives that it became necessary to organize them. Alkin and Christie
(2003) used a category system inquiry approach and proposed an Evaluation Theory
Tree which served as a metaphor to illustrate their findings. These authors identified
three major theoretical perspectives or orientations: the methods orientation, the
valuing orientation and the use orientation. These theoretical orientations will be
presented in the following chapter. For the purposes at hand, suffice it to say that
Alkin and Christie (2003) chose to categorize almost 30 theorists and there are a
countless number who were not included in the study. From this, it is safe to conclude
that much time, effort and resources have been spent on elaborating evaluation
models.

4. THE SITUATION'S CURRENT STATE

To date, studies that have been conducted and provide confirmation regarding the
weak relationship between theoretical concepts and their application (Christie, 2003a;
Datta, 2003; Chandler, 2001). Chandler (2001) found that: « ...evaluation theory did

not overly influence the way most approached their practice » (p.3) and Christie’s
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(2003a) study supported this notions in that her findings confirm that practitioners
rarely utilize program evaluation models and, in the isolated cases where they do use
models, they sometimes have a tendency to denature them. Christie’s (2003)
investigation involved evaluators by asking them whether they use evaluation models
to guide their practice. She found that less than 50% of the evaluators surveyed
reported that they did not use a specific program evaluation model. These results
prompted Christie draw the following conclusion:

“It is more accurate to say that evaluators use some of the theoretical
notions put forth by particular theories rather than fully implement a
particular theory. Furthermore, the practices of those who did claim to be
using a specific theory did not correspond empirically with the practices
of the identified theorist. Thus, 1 conclude that the gap between the
“common” evaluator and the notions of evaluation practice put forth by
academic theorists has yet to be bridged” (pp.33-34)

Christie’s findings were corroborated by Hurteau, Houle & Duval (2005) and Hurteau
& Houle (2005a). Their study, which involved the analysis of 69 published
evaluation articles, found that only 6% of the authors referred to evaluation models.
This finding supports Christie’s (2003) findings that evaluation models are rarely
used by practitioners. Christie provides the following insight:

.. it seems important to investigate the implicit or folk theories of
evaluation that exist in the field, and how everyday practitioners form
notions about evaluation and then use them to guide their work, then
what does? Research on evaluation can help answer this question.

(Christie, 2003b, p.92)

However, literature does provide some guidance regarding Christie’s concerns. As
mentioned (in section 3.1), Scriven (1980) proposed the concept of the Logic of
Evaluation which involves the following four stages: (1) establishing criteria; (2)
elaborating standards; (3) measuring performance in relation to the established
standards and; (4) synthesizing and integrating the data to render a judgment. This
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outlines the essential operations which should guide evaluators to formulate an
adequate judgment which is the prime motive of all evaluations. Furthermore,
Fournier (1995) share this perspective by distinguishing two types of logic that guide
evaluation practice; the General Logic and the Working Logic that are distinct and, at
the same time, in interrelation. Fournier’s (1995), General Logic follows Scriven’s
four steps whereas the Working Logic focuses on the methods used to establish each
of the four steps. As such, the General Logic transcends the structures proposed by
different approaches (or models). This author supports her position by demonstrating
the way in which these two logics apply differently contingent upon the evaluation
models. Not only do her explanations establish a distinction between the two logics
but she also presents them as being a generic process which takes on different forms
of application depending on the models. As such, they are interrelated. The following
figure illustrates this concept:

Figure 2.2. The relationship between Working Logic and General Logic

Step One:
ldentify criteria
Step Two

General Construct standards
Logicol . Guep Three:
" Evaluation Measure criteria and
compare o standards

Step Four:
_ Synthesize-data

Extent of performance

Phenomenon:
Functional product
Question:
Is X a good/less good one of
its type
Claim:
Performance/value

(Fournier, 1995)

In line with this perspective, is the distinction proposed by Hurteau & Houle (2006)
regarding the specific process of program evaluation and the instrumentation. The
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modeling of the evaluation process (validated by Hurteau, Lachapelle & Houle, 2006)
presents the fundamental element inherent to the program evaluation process. The
instrumentation refers to components that were elaborated to support the program
evaluation process (including the evaluation models). Although the modeling of the
program evaluation process distinguishes itself from the instrumentation, the two are
presented as being interrelated (Figure 2.1).

The authors presented offer a generic process that translates the specific act of
evaluating which should allow practitioners to render a credible judgment on the
program being evaluated. They are all founded on the Logic of Evaluation (Scriven,
1980) and both Fournier (1995) and Hurteau & Houle (2006) distinguish it from the
instrumentation yet show how they are interelated.

These assertions lead us back to Christie (2003b) in the sense that literature does offer
interesting alternatives to evaluation models that can be used as a frame of reference
to guide evaluators in their practice. However, attempts at this distinction remain at a
reflective or theoretical level and perhaps it is for this reason that there exists, in the
literature, an apparent confusion which calls for clarification between that which
fundamentally constitutes evaluation — the specific act of evaluating — and its
instrumentation — that which supports this act.

S. THE PROBLEM STATEMENT

Over the past thirty years, much resource has been deployed to develop methods that
would serve as a beacon to practices in program evaluation. The development of
standards, their revision and the elaboration of a multitude of models all follow in this
direction. Other research made attempts to identify parameters that served as a

generic outline of the practice.
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Christie (2003) confirms “over the past thirty years eminent evaluation theorists have
appealed for increased empirical knowledge of evaluation, based on the notion that
such knowledge is necessary to explain the nature of evaluation practice ... Although
an appeal for the empirical study of evaluation practice has been made repeatedly, it

has met with little response.”

Among these efforts, we can document numerous writings and developments that
focused on evaluation models. Perhaps all this energy invested has been misplaced
since recent studies (Christie 2003, Hurteau & Houle 2005a) have provided some
insight on the fact that models are not being used in practice. This emphasizes a need
for a frame of reference that is more relevant. Scriven (1980), Fournier (1995),
Hurteau (1991) and Hurteau & Houle (2006) made an effort to distinguish between
the act of evaluating and that which supports it and to offer a generic process that can
be applied to all forms of evaluation. These reflections have brought about a
distinction between the evaluation process (which is generic since it can be applied to
all approaches in evaluation) and evaluation models which are more specific to the
instrumentation (Hurteau & Houle, 2006; Fournier, 1995). This distinction could also
respond, at least in part, to Christie (2003b) who asked what was being used in

practice if not evaluation models.

As such, it becomes important to elaborate on this distinction so as to verify whether
it is a plausible one. This would allow research to move beyond the evaluation
models by refocusing the attention on the nature of the practice (Christie, 2003) and
by revisiting fundamental concepts such as Scriven’s (1980) Logic of Evaluation, the
two logics proposed by Fournier (1995) and the process proposed by Hurteau &
Houle (2006). As such, the purpose of this study is to examine this distinction and to
investigate whether this distinction contributes to the practice in a relevant way. In
this sense, we will gain a greater understanding of the nature of evaluation practice in

the hopes of increasing best practices.
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6. CONTRIBUTIONS

Program evaluation’s ultimate goal is to provide valid and useful information
rigorously gathered so as to offer clarity to the d\ecision-making process. Considering
the consequences involved in decision-making, it is of value to question the process
that leads an evaluator to make his or her claims. As such, the present study is both

scientifically and socially relevant.

On a scientific level, distinguishing between program evaluation models and the
modeling of the evaluation process is a new point of view. Although research
findings confirm that evaluation models are not being used, that which is being used
is still being questioned. Examining influential elements would provide empirical
data and could offer valuable information toward the elaboration of a synthesized
core body of knowledge thus aiding in the development of program evaluation as a
discipline. Dubois and Marceau (2005) contend that the primary difficulty
encountered in the field which inhibits the development of program evaluation as a
discipline in and of itself is that it is not founded on a core body of knowledge which
harmonizes theory, methodology and empirical data. Since program evaluation is
constantly questioned on its ability to generate relevant recommendations, it is

evident that this problem persists.

On a social level, program evaluation is central to the educational systems in place in
North-America. The field of education regularly calls upon evaluators to assess
programs at different stages of their life cycle. Evaluation ensures regular feedback
on the different curriculum aspects in existence and provides clarity to the decision-
making process. Now that the Quebec Educational Plan has been implemented,
evaluators are being called upon to assess its contribution. The consequences
associated with these decisions require careful consideration attainable only with the

use of rigorous techniques. These techniques involve a logical structure common to
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all evaluations and allow for valid conclusions that respect a certain social justice.
However, the field of program evaluation’s ability to provide relevant

recommendations has been said to be questionable.

Errors in judgments have been committed along the way. Prime examples of such
errors include the evaluation of the Follow Through program in the United States and
the Opération Renouveau program here in Montreal. Since both evaluations were
based on identical criteria and indicators, the findings presented in the evaluations
showed that the desired results of the program were not attained even though the
milieus offering the program reported an improvement in the rate of delinquency. In
order to avoid such errors in judgment, fundamental research in the field of program
evaluation is of essence. As such, there exists a desperate need for fundamental
research in the field of program evaluation. It stands to reason that in order to
improve program evaluation in the field of education, we must conduct fundamental
research in the field of program evaluation. The recognition of this responsibility

inherent in program evaluation bestows upon it an undeniable social relevance.

Finally, although our study is limited to three theoretical orientations, its main goal is
to examine whether the program evaluation process differs from the application of the
instrumentation so as to gain a greater understanding of the nature of evaluation
practice. It is hoped that this study will increase the body of knowledge surrounding
evaluation practice by stimulating discussion in order to motivate further inquiry on

the topic.



CHAPTER 11

REVIEW OF LITERATURE

The problem raised in the previous chapter refers to the confusion that seems to exist
in the literature regarding the distinction between the program evaluation process and
the application of its instrumentation. The purpose of our study seeks to address this
problem by considering the modeling of the program evaluation process which
illustrates the specific act of evaluating and evaluation models that have been
developed to support this act. Within this perspective, the present chapter will focus
on presenting the modeling of the program evaluation process and the theoretical
roots that stimulated the different orientations upon which current evaluation models
are founded. Our study also investigates whether the distinction between the
modeling of the evaluation process and program evaluation models is relevant to the
practice. As such, this chapter will present the components of the instrumentation
elaborated to support the practice. This will allow for precisions to be made
regarding the research hypothesis and provide a solid methodological foundation

upon which the present study rests.

1. THE MODELING OF THE PROGRAM EVALUATION PROCESS

The present section will define the practice of program evaluation by presenting its
fundamental aspects and subsequent developments so as to provide a current

definition.
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1.1 Basic fundaments

Scriven (1995) mentions that evaluation is a form of inquiry and, by this notion, it
needs a legitimate basis on which to found its claims if they are to be considered valid.
Similarly, Taylor (1961), Toulmin (1964, 1984), McCarthy (1973, 1979), and
Redding (1989) have all emphasized that any form of scientific inquiry possesses a
general reasoning pattern which is interdisciplinary and is used to inform and guide
practice. This “general pattern” is a fundamental reasoning supra-structure that
legitimizes claims. Scriven’s (1980) Logic of Evaluation provides this supra-structure

to program evaluation which distinguishes it from any other form of inquiry.

As mentioned in the previous chapter, the concept of Scriven’s (1980) Logic of

Evaluation is comprised of the following four basic operations:

1. Selecting criteria of merit: which elements or components influence the
performance of the object being studied (evaluand)?
2. Setting standards of performance on those criteria: which is the anticipated

level of performance?

3. Gathering data pertaining to the evaluand's performance on the criteria
relative to the standards (analysis): to which extent did the object perform in
response to the standards?

4. Integrating the results into a final value judgment (synthesis): what is the
value of the studied object?

These operations contain evaluation’s fundamental parameters and processes; the
criteria, the standards, the measures or observable variables and the judgment. These
parameters transcend the unique nature of any individual evaluation and, as such,

provide a foundation to all evaluations and validate their claims.
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However, the four basic operations proposed by Scriven (1980) must be integrated so
as to be of value and useful to the evaluation process. Some authors, (i.e. Hurteau,
1991; Fournier, 1995; Stake, 2004), have pursued Scriven’s (1980) original reflection
so as to, on the one hand, identify the parameters necessary in integrating the
operations into an functional framework for the practice and, on the other hand, to
consider the conceptual and methodological developments that have occurred since

Scriven’s proposed definition.

Hurteau (1991) emphasized the distinction between strategic choices and
methodological choices. Strategic choices involve identifying and defining the object
of evaluation, setting the criteria and formulating indicators by considering the
program’s goals, values and context. Strategic choices consider evaluation paradigms
and emphasize the notion of social justice.  Based on strategic choices,
methodological choices determine the evaluation’s course of action regarding the
gathering and analysis of information. For example, choice of evaluation model,
choice of paradigm, subject selection, chosen techniques to ensure a rigorous process
are all considered as being methodological choices. Since strategic choices are used
to frame and anchor the methodological choices, they are to be established at the
onset of the evaluation process. Doing so, limits the probability of deviating from
objectives which in turn augments the validity of claims so as to offer enlightening
recommendations. Hurteau’s (1991) contribution is significant to the practice in that
it expands upon the concept of the Logic of Evaluation by identifying and making the
distinction between the two choices facing all evaluators in their daily practice.
Furthermore, by placing strategic choices at the onset of the evaluation, it provides an

order of execution so as to ensure rigorous practice.

Also, expanding upon Scriven’s (1980) concept of logic, Fournier (1995)
distinguishes two levels of logic: General Logic and Working Logic. General Logic

follows Scriven’s four operations and refers to the evaluation’s global strategic
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process. The Working Logic rests upon the General Logic yet considers the
evaluation’s context and, as such, renders operational the evaluation process. Each
operation found in the General Logic relates to and interacts with the different aspects
of the Working Logic as is illustrated in the following figure:

Figure 2.2. The relationship between Working Logic and General Logic

Step One:
Identify criteria
Step Two:

General Construct standards
Logicof . Step Three: -
_ Evaluation Measure criteria and
: compare to standards

Problem:
Extent of performance

Step Four:

Phenomenon:  Synthesize-data

Functional product

Question: .
Is X a good/less good one o
its type
Claim:
Performance/value

approach

(Fournier, 1995)

Fournier’s (1995) contribution to the practice is significant in that the Working Logic
introduces parameters which renders operational Scriven’s concept of the Logic of
Evaluation thus providing a practical aspect to his four basic operations so as to

render judgements that are justifiable.

Stake (2004) provides insight into the underlying thought processes involved when
approaching an evaluation. He also acknowledges the dual nature of the practice by



20

identifying critical thinking (standards-based evaluation) and responsive thinking as
being two distinct approaches to the evaluation process. Critical thinking refers to
evaluations based on standards which focus on rigor, reasoning and logics. It stems
from the evaluator’s objectivity and follows Scriven’s (1980) contribution by
emphasizing the need for identifying criteria, establishing standards and measuring

variables in order to render valid judgments.
1.2 Elements of the modeling of the program evaluation process

As mentioned at the beginning of this section, all authors who were presented have
pursued Scriven’s (1980) original reflection so as to, on the one hand, identify the
elements necessary in integrating the operations into an functional framework for the
practice and, on the other hand, to consider the conceptual and methodological
developments that have occurred since Scriven’s proposed definition. In their recent
study, Hurteau, Lachapelle & Houle (2006) have synthesized the elements of the
evaluation process and illustrated them as appearing in figure 2.3 (on the next page).
The modeling of the program evaluation process was validated in the first phase of
their study (Hurteau & Houle, 2005a).

1.2.1 Element 1: Program to be evaluated

The first element of the modeling refers to establishing the existence of a program by
considering the program’s context, environment and mode of functioning. In other
words, it is within this first element that typical characteristics of a program are to be
identified. In order to be considered a program, the following five characteristics
must be present: input, plan/organization, activity/service, intermediary factors and
results. Input refers to all that is necessary in creating a program such as a clientele, a

need for the program, objectives, human, financial and material resources, to name a

/
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Figure 2.3. A modeling of the program evaluation process: components and

interrelations

Description of the Program to be Evaluated:
Establish if there is a program, understand its components, its theoretical bases and
context

|

Establishing the Evaluation’s Dilemma at the Onset of the Evaluation:
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-

Rendering the Evaluation Operational:

Translated the preoccupations that emerged into evaluation questions, evaluation
objectives and evaluation type
Strategic Choices:
Object (s)

Criteria/ Criteria/
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b

Evaluative Claims

—

Synthesis: Evaluative Conclusions
(Hurteau, Lachapelle & Houle, 2006)
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few. The plan or organization refers to the set of operations used to organize the
program, service or intervention. The activity or service is that which is offered to the
clientele. Intermediary factors refer to events that occurred in the implementation
phase (i.e. change in personnel, new competitors, change in legislation, etc.). Finally,
a program should also show or have anticipated results be they short term, medium
term or long term. Under certain circumstances, if a substantial gap is found in any of

these elements or characteristics, the existence of a program may be questioned.

1.2.2 Element 2: The evaluation’s dilemma

The evaluation’s dilemma includes documenting factors that motivated the evaluation
to be commissioned, identifying the client and targeting the client’s preoccupations.
This element allows for a better understanding of the client and, as such, will provide
the foundation upon which the evaluator’s argumentation will be built. If the dilemma

is well identified, the judgment rendered will be relevant and persuasive.

1.2.3 Element 3: Rendering the evaluation operational

Rendering the evaluation operational involves translating gathered information into
specific evaluation questions and objectives and identifying the type of evaluation
that will be conducted. It is worthy to mention that the evaluation objectives and
questions are one in the same; differing only in their formulation. They are context
specific in that they vary according to the type of argumentation or judgment that is
anticipated in the dilemma. They also influence the type of evaluation that will be
chosen; needs assessment, assessment of program theory, assessment of program
process, impact assessment or efficiency assessment (Rossi, Lipsey and Freeman,

2004). Appendix C provides a more detailed synthesis of this typology.
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1.2.4 Element 4: Strategic choices

The fourth element is the strategic choices to be made with regards to the criteria and
standards. Originating from Hurteau’s (1991) contribution, mentioned in a previous
section, this aspect of the operationalization phase involves identifying and defining
the object of evaluation, setting the criteria and formulating indicators by considering
the program’s goals, values and context. These choices create conditions needed to

effectively discern and measure factors that influence outcomes.

1.2.5 Element 5: Evaluative claims

The fifth element is the evaluative claims which involve making claims based on the
identified criteria and standards. Declarations made should be justified by the

predetermined criteria and standards.

1.2.6 Element 6: Synthesis: Evaluative conclusions

The sixth and final element presented in Hurteau, Lachapelle and Houle’s (2006)
modeling of the program evaluation process is the synthesis which is illustrated by
way of the evaluation’s conclusions. This element involves deciphering the data
gathered through measuring the observed variables which were identified according
to the chosen standards. The data is then organized and synthesized into a succinct,

coherent conclusion.

These six elements of the modeling of the program evaluation process as proposed by
Hurteau, Lachapelle and Houle (2006) concludes this section which synthesizes the
elements in order to provide a current modeling of the program evaluation process

which is the specific act of evaluating.
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This concludes the presentation of our first concept; the modeling of the program
evaluation process. We will now present our second concept; the instrumentation

elaborated to support the practice.

2. THE INSTRUMENTATION

Hurteau & Houle (2006) proposed a distinction between the modeling of the program
evaluation process and the instrumentation elaborated to support it. Although each
component of the instrumentation will be presented in the following sub-sections, the
program evaluations models/theoretical orientations will be presented in greater detail

since they are the main focus of our study.

2.1 Program evaluation models

As will be presented in the following sections, there exist as many evaluation models
as there are evaluation theorists. Examining each model individually would certainly
prove to be a task nearly impossible to undertake and would risk generating more
confusion than providing a new and improved understanding of the field of program
evaluation. So as to avoid such eventual confusion, we have chosen to examine
evaluation models by that which characterizes them as well as by that which
distinguishes them from each other. As such, we refer to Alkin and Christie (2004)
who provided a meta structure which categorizes models into three different
theoretical orientations. To do so, it is necessary to present the theoretical foundations

upon which evaluation models were developed.
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2.1.1 Theoretical orientations and their roots: Evaluation models' common

attributes

As mentioned, Alkin and Christie (2004) chose to examine evaluation models by
searching for common attributes rather than the historically derived relationships
between theories which would have been a more traditional approach. In doing so, the
authors provide a framework for their analysis that uses the descriptive and
prescriptive models whose differences are found within the perspective of the

paradigms. In this sense, their presentation is both original and innovative.

Alkin and Christie’s (2004) Evaluation Theory Tree serves as a metaphor to better
understand the evolution that has occurred in the field of evaluation over the past 40
years thus clarifying the foundations on which countless models were based.
Although the authors acknowledge that there may exist different categories, they have
chosen to focus their work on three orientations so as to provide a coherent
framework within a category system inquiry approach. In order to illustrate each
theorist’s position, Alkin and Christie (2004) elaborated the Evaluation Theory Tree
presented on the next page.

At its base, Alkin and Christie identified Accountability & Control and Social Inquiry
as being at the root of program evaluation. In this sense, these two areas serve as
motivational factors that emphasize the need for evaluations to be conducted and the
value attributed to the use of sound methods needed to effectively complete the
process. As such, Accountability & Control and Social Inquiry constitute the trunk of
the Evaluation Theory Tree.
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Figure 2.4. Evaluation theory tree
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Each category or orientation is represented as a branch on the Evaluation Theory Tree.
Using Tyler’s (1942) “Eight-Year Study” as a catalyst, the authors identify three
theoretical orientations; methods, valuing and use. These categories or orientations
constitute the branches of the Evaluation Theory Tree. The methods branch is an
extension of the social inquiry trunk and was designated as such “since in its purest
form, it deals with obtaining generalizability, or “knowledge construction” as Shadish,
Cook, and Leviton (1991) refer to it.” (p.12-13). Inspired by Scriven (1967), the
valuing branch is home to those theorists who “maintain that placing value on data is
perhaps the most essential component of the evaluator’s work™ (p.13). Theorists who
are mainly concerned with the use and the users of evaluation findings are part of the
use branch. Alkin’s own theoretical orientation may have contributed to the inclusion
of the use branch in the Evaluation Theory Tree. Thus, the methods branch consists
of theorists whose main concern focuses on the methodology used to obtain

information whereas the valuing branch consists of theorists who emphasize the value
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of the data obtained. Furthermore, theorists placed on the use branch focus their
efforts on how the data obtained will be used. However, Alkin and Christie
emphasize that the branches are not mutually exclusive categories. They are based
upon the concept of priority and although the placement of a particular theorist may

be on one branch, the theorist may be influenced by models on other branches.

Within each branch, theorists were strategically placed in order to emphasize their
position in relation to other theorists. By tracing their theoretical influences and
considering their published work, Alkin and Christie (2004) placed each theorist
within a particular theoretical orientation. Although admittedly difficult at times to
categorize, the theorists appearing on the Evaluation Theory Tree have demonstrated,

in the authors’ opinion, a particular evaluation orientation.

Although Alkin and Christie (2004) have chosen to categorize theorists on one of
their three branches, they are aware that their Evaluation Theory Tree is a framework
that can be deconstructed to create an entirely new framework. Nonetheless, the
orientations presented have been identified by using a category systems approach.
This approach involves selecting categories that have been based on a limited set of
characteristics and placing elements (in this case theorists) within each category
according to a predetermined set of prominent features. Arguably subjective in its
approach, category systems allow for a way to identify key characteristics for
grouping theories and offer an opportunity for re-examination and other nuances to be
made. Nonetheless, the authors chose methods, valuing and use to serve as branches
since those were the orientations that aligned with the key characteristics upon which
Alkin and Christie (2004) chose to focus.

The following sections will present the two fundamental areas that have been
identified by Alkin and Christie as being the root of program evaluation and the three
orientations that constitute the branches of the Evaluation Theory Tree.
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2.1.2 The root of program evaluation

As mentioned, Alkin & Christie (2004) identified Accountability & Control and
Social Inquiry as being fundamental motivational factors which support “the
development of the field in different ways” (p.12). For this reason, these two areas or

motivational factors constitute the trunk of the Evaluation Theory Tree.

According to the authors, accountability is a process which examines the extent to
which a program has established reasonable and appropriate goals, procedures and
means to render it accountable. Evaluations are often commissioned for the purposes
of providing information in a quest for “being answerable”. For example, the
Ministry of Education may need to investigate how funding for curriculum reform is
being spent. [n this case, the educational institutions who received funding from the
Ministry of Education would be held accountable or “answerable” to the formal

authority that provided the funds (i.e. the Ministry of Education).

Alkin and Christie also consider Social Inquiry as a fundamental area from which
evaluation models have been derived. They maintain that Social Inquiry, in its
broadest sense, is the study of individual or group behaviour in various social settings
using a variety of methods and, in this sense, is composed of a significant social
dimension. Social Inquiry also has a strong methodological component in that it
“emanates from a concern for employing a systematic and justifiable set of methods”
(p-12). Thus, Social Inquiry provides methods in determining how to improve and
better programs. Debates surrounding the methodological approaches used in this
type of inquiry are ongoing. Nonetheless, most evaluation models find their origin in
Social Inquiry.

Alkin and Christie define two general types of evaluation models. First, a prescriptive

model offers a “set of rules, prescriptions, and prohibitions and guiding frameworks
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that specify what a good or proper evaluation is and how evaluation should be done”
(p.5). The second evaluation model type is a descriptive model which “is a set of
statements and generalizations which describes, predicts, or explains evaluation
activities” (p.5). According to Alkin and Christie, prescriptive models serve as

exemplars whereas descriptive models are designed to offer an empirical theory.

The commonality between Accountability & Control and Social Inquiry that places
these two areas in the trunk of the Evaluation Theory Tree is that they both provide a
foundation on which to either commission evaluations or build theories or models.
However, Accountability & Control addresses the need for evaluation whereas Social

Inquiry provides the methodology required to adequately measure accountability.

2.1.3 Evaluation orientations: differentiating evaluation models

From Accountability & Control and Social Inquiry, three theoretical orientations
were identified by Alkin and Christie; methods, valuing, and use. Each evaluation
orientation is illustrated as a branch on the Evaluation Theory Tree. Each branch is
either an extension of the social inquiry trunk (i.e. methods and valuing) or of the
accountability & control trunk (i.e. use). That is not to say that the branches are
representative of a mutually exclusive category system. Alkin (2004) explains the

reasoning behind placing theorists on a given branch as follows:

The distinction between evaluation models based upon these three
dimensions is not based on exclusivity, for example, that only one
model believes in the use of methodology and others do not. Rather,
the category system is based upon relative emphasis within the various
models. It might then be possible to ask this question: When evaluators
must make concessions, what do they most easily give up and what do
they most tenuously defend? (p.8)
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Thus, the different branches are admittedly simplistic representations of theorists’
main influential factors regarding the choices they make when placed in situations

that offer various options.

2.1.3.1 Methods orientation

Finding its roots in the social sciences, the methods orientation stems from Social
Inquiry. Evaluation models based on methodology provide theories aimed at
increasing the use of appropriate and justifiable methods when studying society,
social groups and social life and, in this sense, have strong ties to the social inquiry
trunk of Alkin and Christie’s (2004) Evaluation Theory Tree. As is the concern of
most theorists, those placed on the methods branch of the Evaluation Theory Tree
emphasize that scientific research is the result of a well-designed experimental study.
However, methodology theorists can be distinguished from other authors in that when
they have a choice to make between, for example, scientific rigor and pertinence of
the approach they favour scientific rigor whereas “valuing” theorists would favour the

latter.

2.1.3.2 Valuing orientation

Alkin and Christie (2004) have identified certain theorists whose work focuses on the
making of value judgments. These theorists believe (to varying degrees) that it is the
role of the evaluator to provide society with the information needed to make the right
choices. Thus, the valuing branch is rooted in the social sciences and is an extension
of the Social Inquiry trunk of the Evaluation Theory Tree.

Theorists placed on the valuing branch focus their efforts on finding the true value of
that which is being evaluated (i.e. the program or product is either “good” or “bad”).

In order to do so, valuing theorists employ a comparative research approach to
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evaluation so as to determine appropriate criteria and identify critical competitors.
This approach gives way for value judgments to be rendered so as to provide critical
information to the general public.

2.1.3.3 Use orientation

Theorists from the use perspective are concerned with the use of findings included in
an evaluation once the report is given to those who commissioned the evaluation. The
use orientation stems from a need to prove that a program has established reasonable
and appropriate goals, that appropriate procedures for attaining those goals have been
implemented or that established goals have been achieved in order to improve
existing programs or policies or to obtain additional funding. Thus, the use branch is
an extension of the Accountability & Control trunk on Alkin and Christie’s (2004)
Evaluation Theory Tree.

In order to provide information concerning accountability, evaluators must give due
consideration to those who are responsible for a program since, in essence, they are
accountable for the program’s success or failure (Alkin, 2004). However, evaluations
do not reflect this notion. Nonetheless, use theorists are well aware of the ambiguous
nature surrounding the evaluation of individuals rather than the program itself and, as

such, design models that include those responsible for the program in the evaluation

process.

In their beginnings, utilization models were oriented, almost exclusively, toward the
decision-makers and theorists concentrated their efforts toward key stakeholders who
had the power to decide the fate of a program. These decision-makers included
administrators, policy makers and directors. In the years to follow, other utilization
theories emerged in the literature. Building upon the concept of an inclusive

evaluation design, evaluation utilization theorists acknowledged the value of all
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stakeholders® active participation in the evaluation process. In doing so, theorists
from the use perspective agree that stakeholder participation increases the potential
for evaluation findings to be used.

2.1.4 Methods, valuing and use: characteristics and differences

Alkin and Christie (2004) identified three major orientations in the field of evaluation
which they chose to illustrate as branches on an Evaluation Theory Tree; methods
branch, valuing branch, and use branch. As mentioned in the previous sections, these
orientations are not mutually exclusive categories. However, there are fundamental
differences between the three orientations that make each category unique allowing
for each branch to be separate from the others. Table 2.1 (on the following page)

summarizes each orientation’s distinctive characteristics.

Although methodology is a concern of all theorists, those placed on the methods
branch favour traditional scientific rigor above and beyond all other orientations.
These theorists build models that are a reflection of the purity of experimental and
quasi-experimental research methods found in the social sciences. Although theorists
on other branches may be influenced by methods theorists and employ sound
methodology when designing their evaluation models, the methods orientation
fundamentally differs from other orientations in that it does not direct its results to a
specific individual or group (i.e. decision-maker, stakeholders, consumer) nor does it

rely on any given model or method (e.g. identification of critical competitors).
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Table 2.1 Distinguishing Characteristics of Each Orientation

Orientations

Main objectives

Main characteristics

Methods

Achieve valid results by
creating conditions for
appropriate experimental and
quasi-experimental designs to
effectively discern and measure

factors that influence outcomes.

Scientific research methods and techniques
are paramount

Strict chronological sequencing of selected
field-relevant methods

Demonstrates the purity of experimental
and quasi-experimental research methods
Rooted in the methodological traditions of
the social sciences; traditional scientific
rigor

Emphasis on well-stated goals, objectives
and criteria

Focus on program outcomes

Valuing

Search for the true value of a
given object, situation or
process so that the consumer can
make informed decisions

regarding his or her own needs.

Focus on evaluator’s role in the making of
value judgments; the program/product is
either “good” or “bad”

Relies on the identification of critical
competitors and competing alternatives so
that value judgments can be made thus
providing crucial information to the
consumer

Intended audience is the consumer
Stakeholder representation in the evaluation
report

Use

The ultimate goal of program
evaluation is for the results to be
used in order to achieve
organizational change so as to

best serve the client.

Evaluation is an interactive process which
engages different individuals or group of
individuals (i.e. decision-makers,
stakeholders, staff members, volunteers) in
the evaluation process so as to create a
sense of responsibility toward the
evaluation thus increasing the potential for
use of findings.

Stakeholder participation throughout the
evaluation process

Evaluations designed from this perspective focus on the validity of the results by

adhering to strict chronological sequencing of selected field-relevant methods.

Furthermore, methods theorists thrive for generalizability and create models that can
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be useful to all orientations in that they provide, at the very least, “food for thought”

when considering the design aspect of any given model.

The valuing orientation distinguishes itself from other perspectives in that it seeks
information that facilitates the task of making value judgments. The most obvious
distinction between these authors and authors from the use orientation, for example,
is that evaluations designed from the valuing perspective aim to inform all consumers
on the true value of a program or product so that the consumer or client can make his
or her own decision regarding the product or program. Also, the role of the evaluator
is to include the different perspectives and communicate alternative definitions
without engaging stakeholders any further in the evaluation process. In this sense,

the valuing orientation considers stakeholder participation as being punctual.

The use orientation also differs from the methods perspective in that evaluations
designed from the use perspective are built upon the notion that the findings must
provide information that will be used. Thus, utilization models are built in function of
this fundamental issue. As a result, the evaluator becomes much more involved in the
evaluation process than would be traditionally acceptable in the methods or valuing
orientations. Evaluators from the use orientation actively engage participants and
involve themselves in the evaluation process beyond mere observers and recorders so
as to increase the potential for use of findings; a price methods oriented theorists
would surely not pay for that would mean, to them, a potential for the results to be
biased thus jeopardizing the validity of the findings.

2.2 Standards of practice

In 1981, the Joint Committee developed Standards for Evaluation of Educational
Programs, Projects and Materials. Eventually these standards were used and tested
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by various individuals and organisations in their fields. The increased use of the
standards by evaluators in different fields and changing contexts for evaluation
prompted the Joint Committee to review and revise the standards. A second edition
was produced and field tested to “provide a guide for evaluating educational and
training programs, projects and materials in a variety of settings” (Joint Committee,
1994).

The Program Evaluation Standards are a set of 30 standards divided into four
categories: utility, feasibility, propriety and accuracy. Appendix D presents a
summary of these standards. The Joint Committee suggests using the standards as a
frame of reference to ensure that the evaluator’s responsibilities have not been
overlooked in the evaluation process. As such, evaluators are encouraged to refer to

them regularly through the evaluation process.
2.3 Ethical guidelines

Every major national evaluation society developed its own ethical guidelines which
are all very similar in nature. For example, the Canadian Evaluation Society (CES)
produced Guidelines for Ethical Conduct with three main guidelines (competence,
integrity and accountability) and 11 defining statements (Appendix E). The first
guideline warrants that evaluators be competent in their provision of services. The
second guideline encourages evaluators to act with integrity in their relationships with
all stakeholders. The third guideline is intended to ensure that evaluators be

accountable for their performance and their product.

Ethical guidelines differ from the standards of practice in that they are used to shed
light on ethical dilemmas as they arise. For example, during an interview an evaluator
may find that an employee has been treated abusively by the employer. This
information has been shared confidentially with the evaluator. The evaluator now
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finds himself or herself facing an ethical dilemma. The evaluator must choose
between acting upon this information and risk breaching client confidentiality or
ignore the information and, as such, risk allowing the abuse to continue. Ethical
guidelines can be used as reference to justify the evaluator’s position in solving this
ethical dilemma. In this case, the evaluator may choose to breach client
confidentiality and, in this case, it may be morally right to do so. However, due to
other variables that may be present in another case, which may be similar but not
identical, the evaluator must assess whether the choice to breach client confidentiality
is a viable alternative. In this sense, ethical guidelines are context specific and they

are not prescriptive.

Although the Guidelines for Ethical Conduct are not accredited, CES members have
voted to adopt them. They “are used by many as a touchstone for good practice”

(Canadian Evaluation Society).

2.4 Methodological choices

According to Hurteau (1991) methodological choices involve the methods used to
gather data, the techniques chosen for data analysis and subject selection and the
measures used to ensure that the process was rigorous. Because these choices are not
unique to the field of program evaluation, they are considered to be a component of
the instrumentation used in the program evaluation process. Also, the modeling of the
program evaluation process seeks to identify what is being evaluated. The
methodological choice clearly address how an evaluation will proceed given its
context, available resources and all other considerations that vary from one evaluation
to the next. Making choices as to how and evaluation will proceed also involves
considering who will participate in the evaluation process and when each phase of the
evaluation will take place. According to Hurteau (1991), these choices are to be made

at the onset of the evaluation during the planning phase. They are based on the
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strategic choices (as seen in section 1.2.4) and specify the procedures required for
data collection and information analysis.

3. DISTINCTION WITHIN THE PRACTICE: THE MODELING OF THE
PROGRAM EVALUATION PROCESS AND EVALUATION MODELS

Since the main focus of our study is to examine the distinction between the modeling
of the evaluation process and evaluation models, it is necessary to offer a framework

for this distinction.

Fournier’s (1995) introduced parameters that rendered Scriven’s concept of the Logic
of Evaluation operational thus providing a practical aspect to his four basic operations.
She mentions that the Logic of Evaluation, which she refers to as Working Logic,
transcends the structures proposed by different approaches. She maintains the

following:

The general logic can be found across various instances of the
evaluation inquiry process. For example, the numerous
evaluation approaches developed by theorists vary from one
another in many details, yet 1 find that they do share this
common logic (Fournier, 1993). [...}What counts as criteria or
evidence and how evidence is weighed varies from one approach
to another, yet all follow the pattern of evaluative reasoning
noted in the four steps. (p.17)

In other words, the modeling of the program evaluation process distinguishes itself
from evaluation models in that its elements remain unchanged regardless of the
approach taken. They are also interrelated in that although, each approach has its own
method of selecting the criteria, establishing standards and synthesizing the
information into a final judgement, they nonetheless follow this logical process.

This observation is supported by Alkin and Christie (2004) who categorized
evaluation models within a given theoretical perspective (methods, use, valuing).
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There exist countless models that propose various methods and components that are
adapted to the evaluation’s particular objectives or to an evaluator’s theoretical
orientation. Conversely, the modeling of the program evaluation process offers
invariable components that are universal and are the foundation upon which all
evaluations rest and as such, transcends all methodological considerations regarding
the choice of models. It is a modeling that anchors evaluations’ claims by structuring
the evaluation process through a systematic logical sequence thus augmenting the
validity of results. As Fournier (1995) theorized, the models may provide peripheral
parameters on which methodological choices may be made, but they should not
influence the fundamental structure of the practice that is necessary in founding valid
judgments and claims. It is within this perspective that Hurteau & Houle (2006)
propose that the elements of the modeling of the program evaluation process are
common to the act of evaluating and, as such, distinguish themselves from evaluation
models. As presented in the previous chapter, Figure 2.1 illustrates the distinction
between the modeling of the evaluation process and the instrumentation as well as
thetr interrelation.

Figure 2.1: The modeling of the program evaluation process and the instrumentation

- : Methodologicat choices:
The Joint Committee’s. - _

The modeling of the program evaluation
| process
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Hurteau & Houle, 2006

In this sense, the modeling of the program evaluation process provides the foundation

which constitutes and defines the practice of program evaluation and, as such is a
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generic representation of the practice whereas the evaluation models (which are a
component of the instrumentation) support the application of these elements within
their own given framework and, as such, are interrelated with the evaluation process.

However, this reflection has yet to be examined empirically.

4. HYPOTHESIS AND SUB-HYPOTHESIS

As mentioned, the problem raised in the previous chapter refers to the confusion that
seems to exist in the literature regarding the distinction between the modeling of the
evaluation process and program evaluation models. The purpose of our study seeks to
address this problem by considering the modeling which illustrates the act specific to
evaluation and evaluation models which are a component of the instrumentation
developed to support this act. We chose evaluation models as our starting point

because of the apparent confusion that seemingly exists in the literature.

Inspired by Fournier’s (1995) and Hurteau and Houle’s (2006) reflections which
theorized that although evaluation models and approaches may change how an
evaluation is conducted, they will not change what is being evaluated, the following

overreaching hypothesis was formulated to guide our study:

Hypothesis: If the elements of the modeling are a generic representation of the

program evaluation process, they should be present in the evaluation models.

This overreaching hypothesis seeks to establish the presence of elements that are
invariable within the practice which is the act of evaluating. As such, it examines
what is being evaluated. In theory that which is being evaluated should not vary from

one response to the next.
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To further orient the hypothesis, a sub hypothesis was formulated.

Sub-hypothesis: If the modeling of the program evaluation process is indeed
generic and if differences are observed in the evaluation models, then these

differences should be at the level of the instrumentation.

This sub-hypothesis further orients the overreaching hypothesis in that if the presence
of the elements is established, it seeks to address whether the instrumentation used to
establish the elements of the modeling varies from one orientation to the next and
whether the instrumentation (or components of it) influences the fundamental
structure of the practice. In this sense, the sub-hypothesis adds clarity to the results
obtained via the hypothesis. In other words, the hypothesis focuses on the modeling
of the practice which questions what is being evaluated (the evaluand) whereas the
sub-hypothesis focuses on the instrumentation which question Aow the evaluand will

be evaluated.



CHAPTER III

METHODOLOGY

In order to verify the hypothesis and sub hypothesis presented in the previous chapter,
careful consideration must be given to methodological choices so as to augment the
validity of the findings. This third chapter will present the research typology and
Jjustify the methodological choices. It will state their relevance to the hypothesis and
sub-hypothesis and present a research design that will identify the sample as well as
the procedures involved in the analysis of data. Finally, due consideration is given to

our study’s strengths and limitations.

1. THE RESEARCH TYPOLOGY

The present study is influenced by an interpretive epistemological approach in that
the knowledge produced is viewed as being intimately related to the context in which
it is produced and this knowledge is viewed as being transferable to other contexts
(Karsenti and Savoie-Zajc, 2004). However, the extent to which the results are
transferable will be discussed in the limits of our study. Positivist influences are also

present in that a hypothesis is utilized in the quest for truth.

The present study is descriptive in nature as it seeks to describe the way program
evaluation practice (elements of the modeling of the program evaluation process) is
rendered operational within the three theoretical orientations and whether differences
exist. In the event that differences are identified, the level at which they exist will be
presented by considering the instrumentation utilized to establish the elements of the

modeling of the program evaluation process.
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2. METHODOLOGICAL CHOICES

In order to ensure relevant, credible and valid results, careful consideration has been
given to the study’s methodological choices. The chosen sample and the type of
information required ensure that the content analysis will be relevant. Data collection
and analysis have followed a rigorous process which enhances the study’s credibility.
Standards have been established and applied in order to augment the validity of the

results. Each of these aspects is developed in the following sub-sections.

2.1 Type of information required

The overall purpose of this study is to examine a distinction between the modeling of
the evaluation process and evaluation models. We will also investigate the nature of
discrepancies in the event that it is necessary. As such, the information required will
be found in the modeling of the program evaluation process and the components of
the instrumentation. Hurteau & Houle (2006) identified four components that
constitute the instrumentation; standards of practice, methodological choices,
evaluation models and ethical guidelines. Since we can not analyse evaluation models
by applying them to themselves and since, as presented in our review of literature, we
only apply ethical guidelines if a problem occurs, we will retain two components of
the instrumentation if further investigation is necessary; the standards of practice and
the methodological choices.

2.2 Sample

A study conducted by Eisenberg, Winters and Alkin (2005) has proven to be a
valuable source of data for the current context in that these authors simulated an
evaluation scenario of an educational program which they submitted to well

established practitioners. These practitioners are recognized by the scientific
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community not only as being unequivocally rooted in one of the three previously
presented orientations but are also recognized as current leaders for their field work

and the contributions they have made through their scientific publications.

The simulated scenario, entitled The Case: Bunche—Da Vinci Learning Partnership
Academy (Eisenberg, Winters and Alkin, 2005), was published in the scientific
journal New Directions for Evaluation. 1t is a case description, set in an education
context and based on an actual program. This experimental exercise places the
evaluator in a simulated situation that requires an evaluation. The directive was to
design an evaluation plan based on the submitted scenario according to that which the
respondents (selected evaluators) deemed most appropriate. Four respondents
participated in this simulated exercise; two from the methods orientation (Gary T.
Henry and Stewart 1. Donaldson), one from the valuing orientation (Jennifer C.
Greene) and one from the use orientation (Jean A. King). In order to examine an
equal number of responses for each orientation, it was necessary to select one
representative from each orientation. As such, a choice had to be made in order to
retain only one respondent from the methods orientation. So as to situate the reader,
authors Christie and Azzam, provide a description of theorists' approaches, in which
they state " Henry, through his writings (Mark, Henry, and Julnes, 2000), showed that
he would not easily be placed in the methods, value, or use category” (p.16). As such,
the three respondents retained for the present study are Stewart I. Donaldson
(methods orientation representative), Jennifer C. Greene (valuing orientation
representative) and Jean A. King (use orientation representative). Thus, the present
study utilizes these three responses to the simulated evaluation scenario as its primary

source of data.

Alkin and Christie’s (2005) Unraveling Theorists’ Evaluation Reality is a
comparative analysis to respondents’ approaches which is utilized as a secondary

source of data as it provides information on the evaluation approaches presented.



2.3 Data collection and analysis

Considering the nature of our research, two types of data are required; quantitative
data and qualitative data. The overreaching hypothesis, “If the elements of the
modeling are a generic representation of the program evaluation process, they should
be present in the evaluation models”, rather calls for quantitative data since it
suggests the need of dichotomous data in order to establish the presence of variables.
As such, quantitative data was gathered following the grids presented in Appendix A.
These grids are the criteria that served to verify our hypothesis. Each grid represents
one of the elements of the modeling of the evaluation process as presented and
validated by Hurteau, Lachapelle and Houle (2006). The grids were applied to each of
the three theoretical orientations. Though some aspects of the grid (synthesis) could
not be fully applied since the responses addressed the planning phase of the
evaluation process, valuable data concerning the program evaluation process was

nonetheless available in the responses.

So as to verify our sub-hypothesis, “If the modeling of the program evaluation
process is indeed generic and if differences are observed in the evaluation models,
then these differences should be at the level of the instrumentation”, qualitative data
was required since it suggests a need for content analysis. In order to verify our sub-
hypothesis, two criteria were formulated. The first focuses on elements of the
methodological choices. The second focuses the Joint Committee’s standards of

practice.

More precisely, we examined the methodological choices based on the following
criterion:
1. The presence of who would establish each element , how this would occur

and when this would occur (intensity of involvement)
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The choice to examine the methodological choices based on the three aspects who,
how and when was inspired by Alkin and Christie (2005) who, when referring to
stakeholder involvement, stated “there are substantial differences between theorists in
the choice of stakeholders to be included [who], the stages at which they participate
[when] , and the nature of their involvement [how] ” (p.118). As such, formulating a
first criterion which would consider these three aspects and applying them to the

broader area encompassed by the methodological choices has been substantiated.

Potential discrepancies in the responses that may have been due to the standards of

practice were examined using the following criterion as a guide:

2. The evaluator’s responsibility in managing the who, how and when

This second criterion was examined using Stufflebeam’s (1999) Program Evaluation
Models Metaevaluation Checklist (Appendix F) since the checklist was elaborated to
perform metaevaluations of program evaluation models. Also, it is organized
according to the Joint Committee Program Evaluation Standards and it allows for a

judgment to be rendered regarding program evaluation models.

The first criterion is based on the results obtained through applying the modeling of
the program evaluation process to each individual theoretical orientation. The second
criterion uses the Joint Committee’s Program Evaluation Standards (Appendix D) as
a frame of reference since they refer more specifically to evaluator’s responsibility.
These criteria were applied to each theoretical orientation allowing for content

analysis.
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2.4 Establishing standards

As mentioned, the verification of our hypothesis requires a quantitative approach
which analyses dichotomous data in order to establish the presence of variables. To
do so, we established whether the elements of the modeling are present and
associated to the required process. Based on Hurteau, Lachapelle & Houle (2006) a
standard rate of occurrence of 80% was retained for the purposes of the present study.
This standard was applied both globally (to the three orientations) and holistically (to
each individual orientation). According to Stake and Schwandt (2006) "for
quantitative and qualitative interpretation alike, we need a qualitative "confidence
interval” that counterparts the standard error of measurement” (p.416). As such, we
applied the 5% standard margin of error to the retained standard of 80% which

established an acceptable rate of occurrence at 75%.

In order to verify our sub-hypothesis, the Joint Committee’s Program Evaluation
Standards are used as a frame of reference since these standards refer to the
evaluator’s responsibility (the who, the how and the when aspects). Stufflebeam’s
(1999) Program Evaluation Models Metaevaluation Checklist (Appendix F), is used
as a source of inspiration. It is intended to be used in “performing metaevaluations of
program evaluation models and is organized according to the Joint Committee
Program Evaluation Standards” (p.1). Also, it provides a standard upon which a
judgment regarding program evaluation models can be rendered in that it
recommends that “an evaluation be failed if it scores Poor on standards P1 Service
orientation, A5 Valid Information, A10 Justified Conclusions, or All Impartial
Reporting” (p.1). Finally, the items in the checklist provide a guideline in identifying

the level at which discrepancies (if any) occur.

A comparative analysis will examine the methodological choices and, as such, no

standard will be offered for this component of the instrumentation
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3. THE STUDY’S RIGOR

The study’s rigor is found on two levels; theoretical and methodological. On the
theoretical level, choices made at the level of the criteria, standards and sample all
augment the study’s rigor. First, the criteria used to identify the presence of the
elements of the modeling (Appendix A) are founded on theory (Scriven, 1980;
Hurteau, 1991; and Fournier, 1995). Second, the standards which determined whether
the hypothesis and sub-hypothesis were to be confirmed or rejected have been
established in the context of existing research. Finally, our sample was chosen based
upon the fact that it was published in a scientific journal and, as such, was subject to

scrutiny prior to its publication.

On a methodological level, judgments were based on standards that have been
documented. That is to say, as mentioned, the standard of 80%, which was related to
our hypothesis, was established by Hurteau, Lachapelle & Houle (2006). The Joint
Committee’s standards of practice, which were used as a frame of reference in
verifying our sub-hypothesis, have been adopted by the evaluation community.
Furthermore Stufflebeam’s (1999) Program Evaluation Models Metaevaluation
Checklist provides a theoretically supported guideline which helps us to identify
discrepancies within the different theoretical orientations and justify our claims. Also,
the criterion used to examine the application of the methodological choices was
substantiated by Alkin and Christie (2005).

In addition, inter-rater agreement served to increase reliability of the instrument thus
leading to an increased reliability of the findings. Inter-rater reliability was measured
by evaluating the agreement between 2 people (myself and someone trained to use the
instrument). In order to establish the inter-rated agreement the raters applied the grid
(Appendix A) to 5 published evaluation reports that were selected at random. Inspired
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by Scriven (1995), we attributed a sore in order to weight our criteria. The following
point system was used: 2 points were allotted to elements that were identically
identified; 1 point was allotted if elements were agreed upon trough discussion and a
0 point was allotted if the raters disagreed on the presence of any given element.
Scores were then tabulated and a percentage was calculated. As such, we started data
analysis when the inter-rater agreement had been established at 83.4%.

Finally, in order to reduce the risk of error, many techniques were utilized to enhance
the rigor of our research. First, the present study follows Miles and Huberman’s
(1984) and Patton’s (2002) suggestions to check the meaning of outliers, generate and
assess rival explanations and conclusions, and look for negative evidence and cases.
Checking the meaning of outliers is an investigation of exceptions or deviant cases.
Discrepancies serve as an alert signal to protect against self-selecting biases.
Generating and assessing rival explanations involves looking for data that support
alternative explanations. Before generating conclusions, the merits of the “next best”
explanation as an alternative was explored. Negative evidence and cases were also
considered through actively seeking disconfirming evidence and considering cases

and instances that did not fit the patterns and trends that were identified.

Another source of rigor could be had through member checks. This technique
“involves taking data, analyses, interpretations, and conclusions back to the
participants so that they can judge the accuracy and credibility of the account”
(Creswell, p.203). However, the complexity involved with this technique (discussed
in the following sub-section) would not be a viable option within this study’s context.
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4. THE STRENGTHS AND LIMITATIONS OF THE STUDY

Our study’s greatest strength is its rigor in that it is anchored in theory at different
levels. First, our frame of reference is supported by theory (i.e. the modeling of the
program evaluation process, the Joint Committee’s standards of practice). Second, as
was presented in the previous section, the study’s criteria and standards are also
supported by theory (Scriven, 1980; Hurteau, 1991; Fournier, 1995; Duval, 2005;
Alkin and Christie, 2005). Furthermore, Scriven (1995) inspired us to attribute a
score in order to weight our criteria allowing us to calculate a standard so as to
confirm or reject our hypothesis on both a global and holistic level. Finally, as
mentioned, our sample was published in a scientific journal and, as such, has been

scrutinized.

In addition to our rigorous methodology, the study also offers other strengths. First,
the selected sample examines one single case from three different theoretical
orientations, thus there is only one dependant variable to be examined (the three
orientations) since the evaluation content remains the same. This reduces the risk of
error. Second, the respondents are designated and recognized by the evaluation
community as being representative of one of the three different theoretical
orientations. Third, Alkin and Christie (2005) have published a comparative analysis
to respondents’ approaches entitled Unraveling Theorists’ Evaluation Reality. This
document provides secondary information that is relevant to our inquiry. Finally, the
simulated scenario is set in an educational context and, as such, generated results may
provide insight to the unique set of challenges facing practitioners when evaluating

programs in the field of education.

Among the limitations of the proposed study are those associated with using a
simulation or a hypothetical exercise. First, the hypothetical can be somewhat

precarious due to a reliance on an incomplete understanding of the context or a lack
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of information. These factors may lead respondents to make assumptions and omit
certain critical information. Second, respondents might have been unduly influenced
by the knowledge that their responses would be published in a scientific journal. It
would be important to consider to what extent that knowledge might have influenced
their responses. Would their responses be representative of those who have a
professional commitment to the field of evaluation? Inquiry into the respondents’
intentions and motivations which underlie their published responses would be of
interest for future research but is beyond the scope of the proposed study. Third, the
sample offers a small number of responses. This decreases the potential for
transferability of the results to other contexts. However, it is important to note that the
modeling of the program evaluation process has been validated by using a larger
sample of published evaluation reports and, as such, some information can be
considered as transferable. Also, the information provided only comes from the
planning phase. Nonetheless, the responses were identified by Alkin and Christie as
being representative of the theoretical orientations and it is within the planning phase
that the elements of the modeling are established and, as such, allows us to gather

valuable information that is relevant to the proposed inquiry.

A final limitation of the study was introduced in the previous section. Ideally,
member checks would be of value in increasing the study’s credibility. However, this
technique would require, at the very least, a telephone interview with the
respondents’ in order to familiarize them with the instruments used to analyze the
data. In order to appreciate the complexity of such a request, we must remember that
these participants were selected, in part, because of their relentless contributions the

field and, as such, they have limited availability.



CHAPTER 1V

RESULTS

As established in the methodology, globally, the present chapter will present a
content analysis, it will treat and analyse the data and it will apply the standard. Also
mentioned in the methodology, the results presented in this section are based on
information found in three responses to a simulated hypothetical scenario. The three
responses have been elaborated from the different theoretical orientations; valuing,
methods and use (Alkin and Christie, 2004). They have been cross examined using
the following elements of the modeling of the program evaluation process (Hurteau,
| Lachapelle & Houle, 2006):

Description of the Program

Establishing the Evaluation’s Dilemma at the Onset of the Evaluation
Rendering the Evaluation Operational

Strategic Choices

Evaluative claims

SANERANEE I S A

Synthesis: Evaluation’s Conclusions

As previously presented, the following hypothesis was formulated to guide the first
part of the study:

Hypothesis: If the elements of the modeling of the program evaluation process are
a generic representation of the program evaluation process, they should be present

in the evaluation models.
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As mentioned, this first hypothesis seeks to establish the presence of elements that are
invariable within the practice which is the act of evaluating. As such, it examines
what is being evaluated. In theory that which is being evaluated should not vary from

one response to the next.

Our sub-hypothesis; If the modeling of the program evaluation process is indeed
generic and if differences are observed in the evaluation models, then these
differences should be at the level of the instrumentation; further orients the
overreaching hypothesis in that once the presence of the elements has been
established, the sub-hypothesis seeks to address whether the instrumentation used to
establish the elements of the modeling varies from one orientation to the next and
whether this instrumentation influences the fundamental structure of the practice. In
other words, the hypothesis focuses on the modeling of the process which is
hypothesized as being generic and should be invariable from one orientation to the
next since it questions what is being evaluated (which is the evaluand). On the other
hand, the sub hypothesis focuses on the three orientations and seeks #ow the evaluand
will be evaluated and, as such, could plausibly change from one orientation to the

next.

1. HYPOTHESIS : ESTABLISHING THE PRESENCE OF THE ELEMENTS
OF THE MODELING OF THE PROGRAM EVALUATION PROCESS IN
THE EVALUATION MODELS

So as to establish the presence of the elements of the modeling in each theoretical
orientation, a cross analysis of the presence of the elements of the modeling for each
orientation is based on the results from the analysis grids (Appendix A) which have
generated the findings concerning the first hypothesis.
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Table 4.1 (on the following page) presents a global view of the compilation of the
data gathered. The fundamental elements of the modeling of the program evaluation
process were recorded as being either present, present in part or absent for each
response. The results to each element of the modeling are subsequently presented and
developed.



Table 4.1. Global view of the positions held by the three theoretical orientations
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* Although justification was provided for the criteria and the comparison standard, it was not with the intent to provide an argument upon which the
judgment would be based, since there is no intention, in this orientation a judgment on the program's worth or merit.
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1.1 Element 1 of the modeling of the program evaluation process: Description of
the program to be evaluated

Four elements were observed: 1) the clientele; 2) the program’s objectives; 3) the
intervention’s characteristics; and 4) the program’s theoretical framework. According to the
results obtained, it is established that all four elements were explicitly present in each
response. As presented in Table 4.2 the rate of occurrence for this first element is 100% in all
three orientations. It can thus be concluded that this first element is present in all three

theoretical orientations.

Table 4.2. Results of the existence of a program to be evaluated

Theoretical | The clientele | The program’s The The program’s
orientations | is mentioned objectives are intervention’s theoretical
mentioned characteristics framework is
are mentioned mentioned
Yes | No Yes No Yes No Yes No
Valuing X X X X
Methods X X X X
Use X X X X
Rate of
occurrenee 343 313 313 313

1.2 Element 2 of the modeling of the program evaluation process: The

evaluation’s dilemma

This second element of the modeling seeks to establish whether the needs of the
client have been considered at the onset of the evaluation. Three indicators were

considered for observation; 1) mention of the evaluation’s triggering factor; 2)
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whether the client expects the evaluator to attribute an order, a score or a mark to the
object under evaluation (Type of judgment Scriven,1995); and 3) mentioned whether
the client expects the evaluator to support the judgment by basing the evaluation on
the judgment of an expert, the causal link between two variables, the perception of
the clientele or of the stakeholders, the inherent properties of the intervention, or the
needs of the clientele (criteria sources according to Fournier, 1995). These results are

presented in Table 4.3 as follows:

Table 4.3. Results of the presence of the evaluation’s dilemma in each orientation

Theoretical | Presence of the | Client’s expectation as| Client’s expectation as to the
orientations |  evaluation’s | to the type of judgment source of criteria on which the
triggering rendered (Scriven, judgment will be based
factor 1995) (Fournier, 1995)
Yes No Yes No Yes No
Valuing X X X
Methods X X X
Use X X X
Rate of
occurrence 2/3 073 373

Similar to the first element, the results obtained for this second element on all aspects
at the exception of the descriptor which refers to the client’s expectation regarding the
judgment to be rendered. Both the methods and the use orientations specifically
mentioned the evaluation’s triggering factor whereas the valuing orientation
overlooked this aspect of the second element of the modeling. Nonetheless, the two

remaining aspects yielded identical results. None of the three orientations made
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mention regarding the client’s expectation as to the type of judgment to be rendered
(Scriven, 1995) yet all three orientations provided information regarding the source of
criteria that could be linked to Fournier (1995).

Thus, findings for this second element show that two of the three descriptors related
to the evaluation’s dilemma are present in the methods and use orientations and two
of the three descriptors are absent from the response provided by the valuing
respondent. As such, globally it can be concluded that since two of the three
indicators of the element can generally be found in the responses, this second element

is present to some degree in each theoretical orientation.

1.3 Element 3 of the modeling of the program evaluation process: Rendering the

evaluation operational

This third element of the modeling seeks to establish whether the evaluation was
rendered operational. The following indicators were considered for observation;
mention of the type (s) of evaluation, specification of the evaluation question(s)
and/or objective(s) in line with the context, whether these indicators are linked to
Rossi, Lipsey and Freemean’s (2004) typology (Appendix C) and whether these
elements consider the elements found in the dilemma. Table 4.4 (on the following

page) presents the results.

Results show that all three orientations explicitly identified the type of evaluation.
Two of the three orientations (methods and valuing) were identified as providing
explicit information regarding the presence of all fundamental elements of the

operationalization phase.

In both these cases, fundamental elements that render the evaluation operational

definitively considered at least one of the two aspects of the dilemma.
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Table 4.4. Results regarding the fundamental elements which render the evaluation operational

Are the fundamental elements of the Are these elements linked Do these elements consider the
operationalization phase addressed? to Rossi, Lipsey and elements found in the dilemma?
Freemean’s (2004)
typology?
The type(s) of The question(s) Yes No These These elements are in line
E evaluation is/are and/or the elements are | with Scriven or Fournier’s
E specified objective(s) (which in line with criteria
- specify the type of the triggering
’5 evaluation factor Yes No
= according to the
&2 context) is/are
@ mentioned
_‘2 Yes, No, it must Yes, No, it The Lack of | Yes No They are Lack
P explicitly | be deduced | explicitly | must be typology is info. (lack of not of
or there is deduced not info.) considered | info.
no mention or there is respected
of it no
mention
of it
Valuing X X X X
Methods X X X X X
Use X X X X X
Rate of
ocetirrence 3/3 2/3 2/3 2/3 1/3
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Results regarding the third orientation (use) were found to be inconclusive due to a
lack of information. Thus, it can be concluded that this third element is present in two

of the three theoretical orientations.

1.4 Element 4 of the modeling of the program evaluation process: Strategic

choices

This fourth element of the modeling requires of the evaluator to choose specific
criteria and standards in line with the evaluation’s dilemma prior to the analysis of
results. The following indicators were considered for observation; mention of the
criteria (elements of the object that will be evaluated), mention of the standards
(factors that will determine whether a favorable or unfavorable judgment will be
rendered), mention of attributing a relative weight to the criteria, whether these
elements consider the elements of the dilemma and whether the criteria and standards
presented before the analysis of results. Table 4.5 (on the following page) presents the

results.

Results show that all three orientations offered information regarding the evaluation’s
strategic choices as part of their response. More specifically, the three orientations
presented the strategic choices’ fundamental elements either entirely or in part. As
well, the three responses provided information that either definitely or at least in part
links the strategic choices to the evaluation’s dilemma. Also two of the three
orientations (valuing and methods) presented all the criteria and standards prior to the
analysis of results and the third orientation (use) presented some before with the

understanding that others would emerge as the evaluation process evolved.

Thus it can be concluded that all indicators related to the strategic choices were found

to be present to varying degrees in all three responses.



Table 4.5. Results regarding the evaluation’s strategic choices
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Are the criteria and standards presented before

Are the strategic choices’ fundamental elements | Do these elements
presented? consider the the analysis of results?
elements of the
dilemma?

= The criteria The standards | Consideration has Criteria Standards
£ (elements of the | (factors that been given to

*g object that will | will determine attributing a

2 be evaluated) whether a relative weight to

o) have been favorable or the criteria

= considered unfavorable

2 judgment will

& be rendered)

g have been

R .

= considered

Yes| In | No | Yes| In | No | yes In No Yes In No | Yes Someor | No | Yes Some or all No
part part part part all emerge emerge
along the along the
way way

Valuing X X X X X X
Methods X X X X X X
Use X X X X X X
*Rate of

occurrence 3/3 2/3 0/3 2/3 2/3 2/3

*For the purposes of this section only "yes" responses were considered as part of the rate of occurrence. However, "in part" responses will be
considered in subsequent analyses.
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1.5 Element 5 of the modeling of the program evaluation process: Evaluative

Claims

Although six elements are included in modeling of the program evaluation process,
we were unable to retrieve information regarding the sixth element of the modeling
(synthesis: evaluation conclusions) since the responses focus on the planning phase of
the evaluation. Nonetheless we were able to obtain valuable information regarding
the fourth element of the modeling. Therefore the final element observed in this

study is the evaluative claims.

Results (presented in Table 4.6) show that, at least in theory, two of the three
orientations (valuing and methods) intended on providing a value judgment of the
object under evaluation and that these two orientations justified either implicitly or
explicitly their choice of criteria and standards upon which their judgment will be
based. Whether the respondents would actually follow through on their intentions is
unknown since we are dealing in the hypothetical. On the other hand, if these
intentions were made known there is no reason to believe they would not occur in

practice.

Table 4.6. Results regarding the evaluation’s evaluative claims

Theoretical Intent to provide a Justification is provided Justification is
orientations | Judgment regarding the for the criteria provided for the
program’s merit or worth standard

Yes No Yes No Yes No

Valuing X X X

Methods X X X

Use X X X

Rate of

occurrence 2/3 3/3 3/3
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1.6 Synthesis of the results pertaining to the hypothesis

Table 4.7 (on the next page) summarizes the results pertaining to the rate of
occurrence of the elements of the modeling (presented in table 4.1) in each theoretical
orientation. As presented in Table 4.1, each element of the modeling has a certain
number of identified indicators that were used to observe and establish the presence
of the elements in each theoretical orientation. The average rate of occurrence for

each element was calculated based on the following point system:
e 2 points were allotted to the indicator if it was found to be present in the response
e 1 point was allotted to the indicator if it was found to be present in part

e A score of 0 was allotted if the indicator was not present in the response

Results presented in Table 4.7 will be developed in the following sub-section.



Table 4.7 Summary of results: Identified rate of occurrence for elements of the modeling

of the program evaluation process
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Elements Valuing Methods Use Rate of
Orientation Orientation | Orientation Occurrence
for each item
Program to be evaluated:
1. Clientele is mentioned 2 2 2 6/6
2. Program objectives are identified 2 2 2 6/6
3. Intervention’s characteristics are 2 2 2 6/6
mentioned
4. Program’s theoretical framework 2 2 2 6/6
The evaluation’s dilemma:
1. The evaluation’s triggering factor is mentioned 0 2 2 4/6
2. The report specifies whether the client wants
the evaluator to attribute an order, a mark, a 0 0 0 0/6
score or to assign a class to the object being
evaluated (Types of judgment according to
Scriven, 1995)
3. Itis mentioned whether the client expects the
evaluator to support the judgment by basing the
evaluation on the judgment of an expert, the 2 2 2 6/6
causal link between two variables, the
perception of the clientele or of the
stakeholders, the inherent properties of the
intervention, or the needs of the clientele
(Criteria sources according to Fournier, 1995)
Rendering the evaluation operational:
1. The type(s) of evaluation is/are specified 2 2 2 6/6
2. The question(s) and/or the objective(s) (which
specify the type of evaluation according to the 2 2 0 4/6
evaluation context) is/are mentioned
3. The type(s) of evaluation and the
questions/objectives are linked to Rossi, 2 2 0 4/6
Lipsey, Freeman’s (2004) typology
4. These elements are in-line with the triggering 2 2 0 4/6
factor
5. These elements are inline with Scriven’s or 0 2 0 2/6
Fournier’ s criteria
The evaluation’s strategic choices:
1. The criteria (elements of the object that will be 2 2 2 6/6
evaluated) have been considered
2. The standards (factors that will determine
whether a favorable or unfavorable judgment 2 2 1 5/6
will be rendered) have been considered
3. Consideration has been given to attributing a 1 1 1 3/6
relative weight to the criteria
4. These elements consider the elements of the 1 2 2 5/6
dilemma
5. The criteria and standards are presented before 2 2 1 5/6
the analysis of results
Evaluative Claims:
1. The intent is to provide a judgment regarding 2 2 0 4/6
the program’s merit or worth
2. Justification is provided for the criteria 2 2 2 6/6
3. Justification is provided for the standards 2 2 2 6/6
Total score for each orientation 32/40 37/40 25/40 94/120




1.7 Conclusion of the hypothesis

In order to verify the hypothesis we announced a standard of 80% that we can look at
globally and holistically. To be able to apply the standard we translated the
information presented in Table 4.7and further reduced it thus enabling us to apply the
standard of 80%. In order to be able to apply the standard we needed to translate

scores into a percentage. To do so we used the following formula:

Score of observed occurrence of the element = X

Total possible score for the element 100

As mentioned in Chapter 3, the minimum rate of occurrence was established at 80%

when we apply the 5% margin of error of we can tolerate a minimum standard rate of

occurrence of 75%.

To identify the level at which the discrepancies occur, additional information was
also considered. As such, scores for each element of the modeling were tabulated and
transformed into a percentage indicating the average rate of occurrence of the element
in each theoretical orientation. An overall average rate of occurrence for each element
of the modeling was then established. The results are presented in Table 4.8 (on the
next page).

The elements of the modeling of the process were observed in all three orientations to
varying degrees. The methods orientation obtained an average rate of occurrence of
92.5%, the valuing orientation obtained an average rate of occurrence of 77.5% and
the use orientation obtained an average rate of occurrence of 62.5%. Overall, the

elements of the modeling were found to be present 78% of the time.
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Table 4.8. Occurrence of the elements of the modeling in each theoretical orientation

verage rate of occurrence for each elemen

in each theoretical orientation

Elements of the modeling Valuing Methods Use Overall
Orientation | Orientation | Orientation JAverage rate
of
occurrence
of each
element
(rounded of¥)
rogram 100% 100% 100% 100%
IDilemma 33.3% 66.7% 66.7% 56%
IRendering the evaluation 80% 100% 20% 67%
operational
trategic Choices 80% 90% 70% 77%
Evaluative claims 100% 100% 66.7% 89%
N
TOTAL of each orientation 80 % 92.5% 62.5% 78%

The confirmation or rejection of the study's following over reaching hypothesis; If the

clements of the modeling are a generic representation of the program evaluation

process, they should be present in the evaluation models; rests upon our announced

standard. Since the standard was set at a minimum rate of occurrence of 80% and

considering the 5% margin of error, the threshold is established at a 75% rate of
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occurrence. That is to say, that the elements of the modeling of the process must

obtain a total rate of occurrence of 75% or higher.

As mentioned, two types of standards were applied in the current study; the global
standard (the application of the standard to the global result) and the holistic standard
(the application of the standard to each individual result). Since, for the purposes of
the current study, we have decided to apply both types of standards, the results
presented in Table 4.8 show that the overreaching hypothesis is confirmed if we
retain the global standard which situates the global score at a 78% rate of occurrence.
However, the hypothesis is rejected if we apply the holistic standard since the rate of
occurrence for the use orientation is only at 63%. Since we are considering both types
of standards we must conclude that our hypothesis is confirmed in part. That is to say,
considering our global rate of occurrence, there is no significant statistical variations.
The variations occur at the level of the content and, as such, the hypothesis is partly
accepted. However, it is important to specify that this judgment is based on written
responses since we were unable to interview the respondents. As a result, findings
presented in our research may have been different had we conducted an interview to

probe the respondents’ true intents.

Finally, another interesting finding emerged from the data. Prior to signing the
contract with the client, all three orientations identified the negotiation process as
being a key factor in a successful evaluator-client relationship. The implications of

this finding will be discussed in the next chapter.

To conclude, since a discrepancy has been identified at the level of the holistic
standard, it is necessary to delve deeper into our investigation in order to examine
whether the discrepancy is due to the instrumentation used to identify the evaluand or
whether it is due to the modeling not being generic. The following section will apply

the two retained components of the instrumentation (the methodological choices and
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the standards of practice) to the three theoretical orientations so as to establish the

level at which the differences exist.

2. SUB-HYPOTHESIS: IF THE MODELING IS INDEED GENERIC AND IF
DIFFERENCES ARE OBSERVED IN THE EVALUATION MODELS, THEN
THESE DIFFERENCES SHOULD BE AT THE LEVEL OF THE
INSTRUMENTATION.

As mentioned, this second hypothesis is used to further orient the first hypothesis and
as such is considered a sub-hypothesis of the first overreaching hypothesis. This sub-
hypothesis seeks to address whether the instrumentation used to establish the
elements of the modeling of the program evaluation process varies from one
orientation to the next and whether this instrumentation influences the fundamental
structure of the practice. In other words, the sub-hypothesis is used to delve deeper
into the hypothesis, a necessary step since the results linked to the hypothesis do not
allow us to clearly identify whether the discrepancies reside in the fundamental
structure of the practice or whether they are found in the instrumentation elaborated
to support the practice.

As mentioned in the theoretical framework, the instrumentation elaborated to support
the practice includes evaluation models, ethical guidelines, methodological choices
and standards of practice (Hurteau & Houle, 2006). The evaluation models are
intentionally excluded from this investigation since they constitute the object of the
present study. Also, as previously mentioned, ethical considerations are difficult to
examine in the present context. As such, we chose to retain the 2 criteria to guide our
study regarding the sub-hypothesis. The first focuses on elements of the
methodological choices. The second focuses the Joint Committee’s standards of

practice.
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More precisely, we examined the methodological choices based on the following
criterion:
1. The presence of who would establish each element , how this would occur

and when this would occur (intensity of involvement)

As mentioned, the choice to examine the methodological choices based on the three
aspects who, how and when was inspired by Alkin and Christie (2005) who, when
referring to stakeholder involvement, stated “there are substantial differences between
theorists in the choice of stakeholders to be included [who], the stages at which they
participate [when] , and the nature of their involvement [how] ” (p.118). As such,
formulating a first criterion which would consider these three aspects and applying
them to the broader area encompassed by the methodological choices has been

substantiated.

Potential discrepancies in the responses that may have been due to the standards of

practice were examined using the following criterion as a guide:

2. The evaluator’s responsibility in managing the who, how and when

This second criterion was examined using Stufflebeam’s (1999) Program Evaluation
Models Metaevaluation Checklist (Appendix F) since the checklist was elaborated to
perform metaevaluations of program evalvation models. Also, it is organized
according to the Joint Committee Program Evaluation Standards and it allows for a

judgment to be rendered regarding program evaluation models.

Each criterion will now be developed in the following sections.
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2.1 Methodological Choices: Modality: Content Analysis

So as to establish whether discrepancies can be identified within the methodological
choices, responses were analysed based on our first criterion (the presence of who
would establish each element, Aow this would occur and when this would occur
(intensity of involvement). The table presented in Appendix B summarizes the
comparative analysis of the results. Each aspect will be discussed in the following

sub-sections.

2.1.1 Aspect 1: Who is involved in the evaluation process?

Similarities

Findings show that all three orientations have expressed a need for an evaluation team
comprised of two or more evaluators who share a similar sociocultural background
with the community members involved in the program. Team members also possess
expertise in the field and knowledge of the context. The input of an expert reviewer
was also identified as being valuable in all three orientations and the three
respondents viewed the evaluator as a driving force in the evaluation process. As well,
all three orientations considered stakeholder participation as a key factor in the

evaluation.

Distinctions

Although the methods and the valuing orientations organize their stakeholder groups
in a very similar manner (parents, teachers, staff members and developers of the Da
Vinci Learning Program), the valuing orientation specifies the importance of
including the perspectives of “the more marginalized people in the context” (p.32)
such as discouraged teachers and transient families. On the other hand, the use
orientation proposes an evaluation group comprised of approximately 25 members

who are selected as representatives of the various stakeholder groups. Since the intent
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is to create an evaluation infrastructure within the school, the use orientation also
requires an evaluation advisory committee (EAC) whose members are carefully
selected. The EAC would be comprised of the school principal as well as three
teachers who possess a positive attitude toward evaluation in the hopes that they

would be easily trained to become internal evaluators and advocates.

Conclusion
Thus, it can be concluded that all three orientations generally agree to involve various
groups in the evaluation process. However, the selection criteria for each group vary

from one orientation to the next particularly in the case of the use orientation.

2.1.2 Aspect 2: How will the information be gathered and interpreted?

Similarities

The valuing and the methods orientations proceed in a very similar manner. They
both express using interviews and discussion groups with the various stakeholder
groups. They both describe the process as an interactive or collaborative effort in
which stakeholders express their needs and provide information which is interpreted
by the evaluation team and serves to formulate evaluation questions and establish
objectives and criteria. Interviews and group discussions serve a similar purpose in
these two orientations. “The evaluator also contributes to the discussion her or his
expertise or perspectives, including ideas from relevant literature”(p.31). Also, team
members “assess plausibility of stakeholders’ program theory or theories” (p. 74). In
this sense, the stakeholders and the evaluators and their team work collaboratively to
provide relevant data upon which a judgment on the quality of the program can be

rendered.
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Distinctions

The use orientation employs a very different approach in that the evaluator trains a
few selected EAC members to lead efforts that are considered, in the valuing and
methods orientations, the responsibility of the evaluator (and team). It is this sense
the intensity of stakeholder involvement is manifested. For example, King, the
respondent for the use orientation, describes an activity which involves making sense

of test scores as follows:

[ would therefore propose that one or two members of the EAC agree to
lead a separate committee that would be charged with studying the
school’s test scores—both company and state—for the past several
years and interpreting them with a view to action. We would access
someone (from the evaluation team, the district office, a local university,
or research shop) with a good understanding of test interpretation and,
ideally, the ability to work with the data to answer targeted questions
the group might raise.(pp.94.,5)

Evidently, the use orientation perceives the evaluation team members as being
evaluation trainers or coaches rather than evaluators commissioned to evaluate the
program at hand. In this sense, the use orientation differs from the two other
orientations in a very fundamental way; the sharing of the evaluation responsibilities.
Both the valuing and the methods orientations consider data interpretation as being
the responsibility of the evaluator (and team) whereas the use orientation relinquishes

(at least to some degree) this responsibility to primary intended users.

Conclusion

To conclude, both the valuing and the methods orientations have taken similar
approaches as to how they propose to gather information. In both orientations,
stakeholders serve as content or object “experts”. Although the use orientation also
uses stakeholders to formulate evaluation questions and criteria, establish evaluation

priorities and outcomes it views stakeholder participation in a much broader sense in
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that the it goes beyond and asks of the primary intended users to collect and interpret
data and, as such, members of this group become members of the evaluation staff. In
this sense the intensity of stakeholder involvement differs. The following section will

consider its impact on the when.

2.1.3 Aspect 3: When will the information be gathered (intensity of stakeholder

involvement)?

Similarities

All three orientations foresee a schedule in which information gathering events are
planned to take place. The valuing and the methods orientations plan punctual events
to consult stakeholders and different stakeholder groups at specific times throughout
the evaluation process. Stakeholders contribute specific information and shed light on

the evaluand.

Differences

The intensity of stakeholder involvement differs significantly in the use orientation's
response as compared to the other two responses in that stakeholder participation is
continuous throughout the evaluation process. In this sense, stakeholders become
active participants in the evaluation process. This creates another fundamental
difference between the use orientation and the two other orientations; the perceived
purpose that underlies stakeholder participation. As mentioned, the valuing and the
methods orientations view stakeholders as being content or object “experts” and as
such they are consulted at very specific times during the evaluation. However, the
response provided by the use orientation presented a small team of teachers (primary
intended users) who would be trained to become “internal evaluators™ in sorts. Such
and endeavour requires frequent meetings. As well, the use orientation proposed
monthly meetings with a team whose members include representatives of various

stakeholder groups.
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Conclusion

Although all three orientations have set aside time to integrate stakeholder
participation in their proposed evaluation, the frequency of participation differs in the
use orientation. Stakeholders who participate in the evaluation proposed by the use
orientation are required to do so more frequently then those who participate in the

evaluations proposed by the methods and valuing orientations.

2.1.4 Methodological Choices: Conclusion

To investigate possible difference in the methodological choices, observations were

based on the following criterion:

1. The presence of who would establish each element , how this would occur

and when this would occur (intensity of involvement)

Our findings have identified the presence of who would establish each element, how
this would occur and when this would occur in all three orientations. Results show
similarities between the valuing and the methods orientations with regards to each
aspect of the criterion. Differences were found in the information provided by the
response from the use orientation with regards to the frequency and intensity of

stakeholder participation.

This finding is inline with Alkin and Christie (2005) who compared the valuing and
use orientations’ view on stakeholder participation and stated: “In our view, there was
a difference in intensity in the engagement of stakeholders” (p.117). Based on our
results we can conclude that indeed the use orientation requires of its participants a

greater involvement in the evaluation process than do the methods and the valuing

orientations.
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Another fundamental difference found via the second aspect of this first criterion
(how will each element be established). The use orientation had a very different view
of the evaluator’s role in the evaluation process as compared to the methods and
valuing orientations. As mentioned, the use orientation presents the evaluator as
being an evaluation trainer or coach whereas the valuing and the methods orientation
view the evaluator as being commissioned to gather, analyse and interpret data so as

to render a judgment on the program’s worth or merit.

Does this differing view of the evaluator’s role or responsibility toward the evaluation
influence the quality of the evaluation? The following section delves deeper into this
aspect by using the Joint Committee Program Evaluation Standards as guidance.

2.2 Evaluator's responsibilities according to the Joint Committee’s standards of

practice

As mentioned in the Review of literature, the Joint Committee on Program
Evaluation produced standards of practice to help guide evaluators through the
program evaluation process (the how). Evaluators are encouraged to refer to them and
integrate them in their practice. They focus on the evaluator’s responsibility toward
an evaluation. Violation of any of these standards should alert the evaluator to
reconsider certain aspects of the proposed evaluation. As such, they are part of the
instrumentation elaborated in support of the practice and constitute the second
component of the instrumentation retained for investigation. To guide this portion of

our study, the second criterion was presented as follows:

2. The evaluator’s responsibility in managing the who, how and when

Analysis of this second criterion followed Stufflebeam’s (1999) Program Evaluation
Models Metaevaluation Checklist (Appendix F). We chose the checklist because it
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was elaborated to perform metaevaluations of program evaluation models. Also, it is
organized according to the Joint Committee Program Evaluation Standards and it
allows for a judgment to be rendered regarding program evaluation models. As
mentioned, Stufflebeam (1999) recommends that “an evaluation model be failed if it
scores Poor on standards P1 Service orientation, A5 Valid Information, A10 Justified
Conclusions, or A11 Impartial Reporting” (p.1). As such, those four standards were
the focus of analysis which was conducted by following Stufflebeam’s directives.
That is to say, each indicator formulated by Stufflebeam (1999) was applied to each
response then scored according to Stufflebeam’s (1999) scale as follows:

9-10 (X) Excellent
7-8 (X) Very Good
5-6 (X) Good

344 (X) Fair

0-2 (X) Poor

Some of the indicators found in the checklist are subjective in nature and others are
based on intent. To truly assess whether there exists a common understanding of the
indicators among the respondents, an interview with each respondent would have
been necessary. Since this was not feasible for our current study (as mentioned in the
limits of our study), the results obtained were based on the clearly stated information

presented in each response.

The results for each of the four crucial standards are presented in the tables found in
Appendix G. The following sub-sections will present the content analysis of the
results obtained. As reference, a definition of each standard is provided prior to
presenting the findings. These definitions were taken verbatim from the Joint
Committee's Program Evaluation Standards (Appendix D).
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2.2.1 Propriety Standards

The propriety standards are intended to ensure that an evaluation will be conducted
legally, ethically, and with due regard for the welfare of those involved in the
evaluation, as well as those affected by its results.

P1 Service Orientation--Evaluations should be designed to assist organizations to

address and effectively serve the needs of the full range of targeted participants.

The results obtained regarding the first crucial standard (P1 Service Orientation)
identified by Stufflebeam (1999) show that the model proposed by the methods
orientation received an excellent score (9/10), the model proposed by the valuing
orientation was also excellent (9/10) and the model proposed by the use orientation
was good (5/10).

Similarities
As shown in the first table in Appendix G, all three orientations obtained identical
results regarding 6 out of the 10 indicators. Furthermore, the valuing and methods

orientations obtained identical results regarding all 10 indicators of this standard.

Differences

One oversight of the use orientation which may have influenced the results is
attributed to the fact that the model it proposed was not necessarily in line with the
customer’s needs. It required a great deal of participation from primary intended users
and stakeholders. The context in which the primary intended users (teaching
personnel) were working made them feel overwhelmed and, as a result, the school
had a large turnover in personnel. Requiring more time from them may not have been

feasible in this context.
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Furthermore, the customer needs were quite clearly expressed in the scenario “He
[superintended Chase] wanted to support her [principal Garcia] in her efforts, and to
do so she would need evaluation help, not only to monitor the impact of her changes
but also as a reliable source of evaluative data on the impact of the program or parts
of it.” (p.13). However, the response from the use orientation admitted “Planning for
evaluation capacity building differs from planning for an evaluation. Rather than
developing an evaluation design in a traditional sense, I have presented a list of

activities in this section that would foster a culture of evaluation [...]” (p. 96).

Conclusion

The main focus of the model proposed by the use orientation is to foster a culture of
evaluation rather than to focus on the needs expressed by the client which was to
conduct an impact evaluation. Although it may be argued that many indicators for P1
were considered in the use response, it did not clearly present information that could
be interpreted as responding to those indicators. The methods and the valuing
orientations presented information that more clearly addressed the indicators for the
P1 Service Orientation Standard. According to the information provided in each
response, it can be concluded that differences in the response provided by the use

orientation have been identified via this standard of practice.

2.2.2 Accuracy Standards

The accuracy standards are intended to ensure that an evaluation will reveal and
convey technically adequate information about the features that determine worth or
merit of the program being evaluated.

A5 Valid Information-- The information gathering procedures should be chosen or
developed and then implemented so that they will assure that the interpretation

arrived at is valid for the intended use.
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Results obtained for the second crucial standard (A5 Valid Information) identified by
Stufflebeam (1999), show that the model proposed by the methods orientation was
very good (7/10), the model proposed by the valuing orientation was good (6/10) and
the model proposed by the use orientation was fair (3/10).

Similarities

All three orientations failed to provide information regarding the two following
indicators: Document how information from each procedure was scored, analyzed
and interpreted and; report and justify inferences singly and in combination. The
vahiing and use orientations also failed to provide clear information regarding the
documentation and reporting of the data collection conditions and process. The
methods and valuing orientations failed to provide clear information regarding
training and calibrating the data collectors. The methods and valuing orientations
provided similar information in that 9 of the 10 indicators were found to be consistent

in both these orientations.

Differences

The information provided by the use orientation also failed to present clear
information regarding 8 out of the 10 indicators for this standard (see Appendix G).
Since the use response focused on describing an evaluation model (Evaluation
Capacity Building) and its implementation, it is not surprising that it would fail to
provide information that focuses on Valid Information. That is to say, the A5 Valid
Information Standard focuses on details regarding documenting, reporting and
justifying whereas the use response focused on details regarding ways in which to

successfully foster an evaluation culture within a given environment.
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Conclusion
Based on the results obtained for the A5 Valid Information Standard, it can be
concluded that the methods and valuing orientations obtained similar results.

However, differences were observed in the use orientation’s response.

Al0 Justified Conclusions—- The conclusions reached in an evaluation should be

explicitly justified, so that stakeholders can assess them.

Results obtained for the third crucial standard (A10 Justified Conclusions) identified
by Stufflebeam (1999), show that the model proposed by the methods orientation was
good (6/10), the model proposed by the valuing orientation was fair (4/10) and the
model proposed by the use orientation was poor (1/10).

Similarities

All three orientations provided clear information regarding obtaining and addressing
the results and prerelease review of the draft evaluation report. However, all three
failed to provide clear information regarding the four following indicators: accurately
reflect the evaluation procedures and findings; identify and report the program’s side
effects; explain why rival explanations were rejected and; report the evaluation’s
limitations. The valuing and use orientations also failed to provide clear information
regarding the citing of information that supports each conclusion and the reporting of
plausible alternative explanations of the findings. The methods and valuing
orientations provided similar information in that 8 of the 10 indicators were found to

be consistent in both these orientations.

Differences
The information provided by the use orientation regarding this standard differs
greatly from the methods and the valuing response. From the onset of the use

orientation’s proposal, it was clear that the purpose of the evaluation was to create
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and foster an evaluation culture. To do so, the focus of the response was much more
on building evaluation capacity to promote ongoing evaluation rather than on the
evaluation report. As such, it is not surprising that the use orientation scored poorly
regarding this standard. The Justified Conclusions (A10) standard is concerned with
the presentation of key elements in the evaluation report so as to ensure that
conclusions reached are justifiable. Very little information regarding conclusions that
would be presented in an evaluation report was provided in the use orientation’s

response.

Conclusion

According to Stufflebeam’s (1999) criteria and indicators, the use orientation failed to
provide sufficient information regarding the A0 Justified Conclusions standard.
Since this standard was identified as crucial, it is recommended by Stufflebeam that
the evaluation be failed. However, we are working in the hypothetical and, as such,
we can only conclude that differences are identified via this standard of practice. Also

due to the nature of the A10 standard (Justified Conclusions), it was difficult to find

>

clear information in all three responses because the respondents were asked to
consider aspects of the planning phase of the evaluation process and the Justified
Conclusions Standard is geared toward the outcome of the evaluation. Had they been
asked to consider how conclusions could be presented and justified within that which
they proposed, results would certainly have been different. Nonetheless, it can still be
concluded that differences were observed in the information provided by each

response via this third crucial standard.

All Impartial Reporting--Reporting procedures should guard against distortion
caused by personal feelings and biases of any party to the evaluation, so that

evaluation reports fairly reflect the evaluation findings.
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Results obtained for the fourth crucial standard (A11 Impartial Reporting) identified
by Stufflebeam (1999), show that the model proposed by the methods orientation was
good (6/10), the model proposed by the valuing orientation was excellent (9/10) and
the model proposed by the use orientation was poor (1/10).

Similarities

As presented in the last table in Appendix G, the methods and valuing orientations
obtained similar results on 5 out of the 10 indicators for this standard. The methods
and use orientations obtained similar results on 4 of the 10 indicators. The valuing
and the use orientations both failed to provide clear information regarding the report

of alternative plausible conclusions.

Differences

The most obvious result is that the use orientation failed to provide any clear
information regarding the A11 Impartial Reporting Standard. Although some aspects
of each indicator could be observed in the use response, each indicator as a whole
could not be applied to the information provided in the response. For example, the
first indicator which states “Engage the client to determine steps to ensure fair,
impartial reports” could be identified in the following information provided by the
use response “a mutually agreed-on final report appropriate to the setting” (p.89)
however the statement goes on to say “(which is to say, there may not be a lengthy
technical document prepared at the study’s end)” (p.89). Clearly the intent here is not
to safeguard against distortions (as suggested by the indicator) but rather to agree on
the length of the report that will be presented.

The indicators for the A1l Impartial Reporting are formulated to safeguard against
potential biases. Although the response from the use orientation may touch upon
aspects of this, the information always refers back to a different focus than the one
intended by the standard.
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Another key element that influenced the results of the use orientation regarding this
standard is the description of the advisory committee which is made up of carefully
chosen staff members who act as "the evaluation “virus” that potentially will “infect”
the school’s professional community with positive evaluation thinking" (p.90).
Furthermore, the intent is to purposefully marginalize certain individuals "Would I
include naysayers on this initial committee? [...] I advise not including negative
people in this initial group. This does not mean, however, that you ignore them; the
advisory committee must attend to their interests and concerns individually and
extremely purposefully or they may shut the process down" (p.91). Although the
"naysayers" may have the opportunity to have their opinion heard, they by no means
have any decision-making power in the evaluation process. Only the advisory
committee made up of members who are carefully chosen individuals have that
power. This could be interpreted as purposefully producing a biased team which may
endanger the integrity of the findings.

Conclusion

According to Stufflebeam’s (1999) criteria and indicators, the use orientation failed to
provide clear information regarding the A11 Impartial Reporting Standard. Since this
standard was identified as crucial, it is recommended by Stufflebeam that the
evaluation be failed. However, we are working in the hypothetical and, as such, we
can only conclude that differences are identified in the three orientations via this
standard of practice.

Other data pertaining to the standards of practice also emerged from the findings.
Although, not identified by Stufflebeam (1999) as being crucial, these differences are
worthy of mention. The following sub-sections will provide insight into these

discrepancies.



83

2.2.3 Feasibility Standards

The feasibility standards are intended to ensure that an evaluation will be realistic,
prudent, diplomatic, and frugal.

F1 Practical Procedures--The evaluation procedures should be practical, to keep

disruption to a minimum while needed information is obtained.

In their comparative analysis of responses, Alkin and Christie emphasize that King's
(use orientation respondent) proposal may not be feasible in the proposed context.

One of the conditions that King mandates is a substantial
(perhaps very substantial) amount of active involvement
by school personnel. We wonder about the prevalence of
situations where such involvement is possible. Does
insistence on active involvement mean that a school like
Bunche-Da Vinci would not obtain King’s services, and
she would do evaluations only in settings where teachers
are not so overwhelmed? (p.116)

This reflection was based on Alkin and Christie's intuition since they did not used pre
identified criteria in their comparative analyses of the responses. Based upon
Stufflebeam’s (1999) indicators referring to the F1 standard we support Alkin and
Christie's reflection.

To the use orientation’s credit however, the information presented in the response
does refer to the fact that prior to engaging in the evaluation, a research of the context
is necessary to assess whether the environment would be conducive to that which is
proposed. However, admittedly "Not every site is interested in such an approach, and
given the reportedly negative attitudes of many teachers, this may not be possible at
Bunche-Da Vinci" (p.89). Nonetheless, the decision was in favor of signing the

contract and proceeding with the evaluation. This decision leads us to question
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whether the evaluation proposed by the use respondent is in line with the F1 Practical
Procedures Standard.

2.2.4 Propriety Standards

As mentioned (in 2.2.1), the propriety standards are intended to ensure that an
evaluation will be conducted legally, ethically, and with due regard for the welfare of

those involved in the evaluation, as well as those affected by its results.

P7 Conflict of Interest--Conflict of interest should be dealt with openly and honestly,

so that it does not compromise the evaluation processes and results.

As mentioned in a previous section of this chapter, the intent is to train the advisory
committee to perform certain activities that other orientations consider to be the role
of the evaluator. In this sense, the use respondent proposes to form an internal
evaluation team. Many organizations use internal evaluators however, these
evaluators are internal to the organization and not to the program being evaluated.
Here, the advisory team would be comprised of members who are internal to the
program. Perhaps this detail should be shared with the client or it could be considered
a violation of this standard.

P8 Fiscal Responsibility--The evaluator's allocation and expenditure of resources
should reflect sound accountability procedures and otherwise be prudent and

ethically responsible, so that expenditures are accounted for and appropriate.

All three theoretical orientations obtained a low score for the P8 (Fiscal
Responsibility) standard. The methods score Fair (3/10) and both the valuing and use
orientation score Poor (2/10 and 1/10 respectively). Clearly none of the three

orientations chose to focus on this aspect. Perhaps this is due to priorities within each
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orientation or perhaps it is simply a question of space limitations. To assess the true
intent on managing the budget and keeping records it would have been necessary to
interview the respondents on this issue. Nonetheless, it is interesting that all three
orientations provided very little information concerning the Fiscal Responsibility
Standard.

2.2.5 Utility Standards
The utility standards are intended to ensure that an evaluation will serve the

information needs of intended users.

U6 Report Timeliness and Dissemination--Significant interim findings and evaluation
reports should be disseminated to intended users, so that they can be used in a timely

Sfashion.

U7 Evaluation Impact--Evaluations should be planned, conducted, and reported in
ways that encourage follow-through by stakeholders, so that the likelihood that the

evaluation will be used is increased.

The methods orientation scored Poor on both the U6 (Report Timeliness and
Dissemination) and the U7 (Evaluation Impact) standards. However, the methods

respondent did address this matter in his response.

Due to space limitations, there are aspects of this case and evaluation plan
I was not able to explore or elaborate on in much detail. For example, [...]
during step 3, we would have facilitated discussions with the stakeholders
to determine how best to disseminate evaluation findings and the lessons
learned from the Bunche—Da Vinci evaluation. (p. 82)

Clearly, in a real context, the methods orientation would provide information
regarding these two Utility standards. However, in this particular context,
respondents were asked to limit the length of their response. As such, choices of what
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to focus on were made and, as a result, some details were left by the way side.
Nonetheless, mentioning the details that were left out gives us a good sense as to the

intent of the response.

To conclude, the data emerging from our sample provides insight into the choice of
information each theoretical orientation decided to present in its response. Seemingly,
the information provided reflected the priorities inherent to each orientation. In this
sense, these results help identify differences existing at the level of the application of

the standards of practice as presented by each theoretical orientation.

2.3 Synthesis

Appendix B summarizes the results pertaining to the methodological choices

component of the instrumentation which was examined via our first criterion;

1. The presence of who would establish each element, how this would occur

and when it will occur.

Findings show little variation regarding who is involved in the evaluation process.
That is to say, all three orientations agree on involving various stakeholder groups to
in the evaluation process. However, a difference was identified at this level. Although,
the methods and the valuing orientations selected participants based on similar
criteria, the use orientation was found to select participants based on very different

criteria.

All three theoretical orientations also provided information regarding how data would
be collected and interpreted. The methods and valuing orientations used stakeholders
in a very similar way. That is to say, stakeholders serve as content or object “experts”

in both the methods and valuing orientations. The use orientation was found to view
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stakeholder participation in a much broader sense. The primary intended users serve

as data collectors and interpreters and, as such, become members of the evaluation
staff.

All three orientations set time aside to integrate stakeholder participation into the
evaluation process. However, when the participation was required varied especially in
the use response. The valuing and the methods orientations planned for a few
punctual events in which stakeholders would participate. The use orientation required

more frequent participation from stakeholders throughout the evaluation process.

Thus, the variations are found at the level of the extent of stakeholder involvement in
the evaluation process. In the valuing and methods orientations, the stakeholder
involvement is punctual and its purpose is to provide “expert” testimony. The use
approach involves a particular stakeholder group (the primary intended users)
throughout the evaluation process. Also it requires some stakeholders to collect and
interpret data and, as such, relinquishes some aspects considered to be the evaluator’s
responsibility. In this sense, the main differences among the three theoretical

orientations are found through the examination of our second criterion;

2. The evaluator’s responsibility in managing who would establish each

element, 2ow this would occur and when this would occur.

In applying Stufflebeam’s (1999) Program Evaluation Models Metaevaluation
Checklist (Appendix F) to the three theoretical orientations, results show the
responses (models) proposed by the methods and the valuing orientations were quite
similar. The following table of results presents the scores obtained for each crucial
standard identified by Stufflebeam for each of the three theoretical orientations:
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Table 4.9. Scores obtained for each theoretical orientation

Crucial standards identified by Stufflebeam | Methods Valuing Use
(1999) orientation | orientation | orientation
P1 Service Orientation 9/10 9/10 5/10
A5 Valid Information 7/10 6/10 3/10
A10 Justified Conclusions 6/10 4/10 1/10
A11 Impartial Reporting 6/10 9/10 1/10
TOTAL SCORE 28/40 28/40 10/40

Average score
(sum of scores for each theoretical orientation/n) 7 7 2

n=number of crucial standards

Judgment | Very Good | Very Good Poor

When following Stufflebeam’s scale, findings show that on the four crucial standards
the methods orientation’s proposed evaluation model was very good overall. The
valuing orientation’s proposed model was also very good overall. The use orientation

proposed a model that, according to Stufflebeam, was poor.

Data that emerged serve to confirm specific differences that are seemingly unique to
each theoretical orientation except for the P8 Fiscal Responsibility Standard which
yielded similar results in all three responses.
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2.4 Conclusion of the sub-hypothesis

Results show that our sub-hypothesis, if the modeling is indeed generic and if
differences are observed in the evaluation models, then these differences should be at
the level of the instrumentation, is confirmed. Confirmation of the sub-hypothesis
allows us to confirm our hypothesis in that the discrepancies that emerged are
attributed to the instrumentation since the use model deviated at the level of the
instrumentation. That is to say, when we applied the instrumentation’s
methodological component and the standards of practice component to the three
theoretical orientations, differences among the theoretical orientations were identified
with the most significant difference being identified in the use orientation. As such,
we can conclude that the modeling of the practice is indeed generic since differences

also occurred at the level of the instrumentation.
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DISCUSSION

Our research’s main focus was to examine the distinction between the specific
process of program evaluation and program evaluation models. In doing so, we found
that although our hypothesis was confirmed by our global standard it was rejected by
our holistic standard.

To investigate whether differences occur at the level of the instrumentation, we
conducted a content analysis which focused on the methodological choices and the
standards of practice. The most significant difference found in the methodological
choices was the intensity of stakeholder involvement required by the model proposed
by the respondent representing the use orientation. Furthermore, when we applied the
standards of practice to the models proposed by the respondents representing the
different theoretical orientations, we found that the methods and valuing orientations
yielded similar results in that they both received a rating of very good. Significant

differences were identified in the use response which obtained a rating of poor.

In light of these findings we can safely conclude that our hypothesis was confirmed.
That is to say, the holistic standard used to verify our hypothesis showed that the use
orientation was the only orientation that did not meet the standard however, when we
verified the sub-hypothesis, we found that the use orientation’s focus on stakeholder
involvement deviated significantly from the process of evaluation to the process of
animation. As such, the reason for which the use orientation did not meet the holistic
standard is attributed to the instrumentation (the model itself) rather than modeling of

the program evaluation process.
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Research conducted in the past decades has heavily emphasized evaluation models.
Has this emphasis enlightened the practice or has it contributed to the apparent
confusion regarding the distinction between theory and practice? Alkin and Christie
question whether the use respondent’s stance “reflects the autonomy of a university-
based evaluator and not that of an evaluator in full-time practice?” (p. 116). These
authors also observed that “In discussing the activities proposed by King, we clearly
have put the cart before the horse” (p.116). This concern was further developed when
Alkin and Christie questioned the applicability of the proposed use oriented model to
contexts in which participants are already feeling overwhelmed by the demands of the
program.

Since the purpose of their study was not to render a judgment on any individual
model or theoretical orientation, Alkin and Christie’s observations remained at the
level of intuition. However, our frame of reference allows us to look at these concerns
from different angles because we gave ourselves a broad frame of reference whose
structure includes the modeling of the program evaluation process, methodological
choices and standards of practice. This allows us to confirm Alkin and Christie’s
intuitive concerns with the model proposed by the use respondent. Nonetheless, the
use response gives us great insight into the manifestation of the confusion between
theory and practice; “To my mind, it is better not to take a contract than to proceed
and fail” (King, p. 126). This reflection leads us to question the responsibility of the
evaluator. Is it to pick and choose the evaluations in accordance to the model we are
comfortable using or to pick and choose the models according to that which is being

evaluated?

Results obtained in the present study suggest that the choice of instrumentation
should be a function of that which is being evaluated. This brings some clarity to the
apparent confusion existing in the literature regarding the relationship between the
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evaluation process and the application of the instrumentation. We can recall both
Fournier (1995) and Hurteau & Houle (2006) who presented illustrations of the
distinction between the program evaluation process and the instrumentation. The
illustrations also emphasized the interrelation between these two features by
proposing two-way arrows. However, the results obtained in the present research
suggest that the representation of this relationship be reconsidered. Since the
instrumentation does not influence the modeling of the program evaluation process
the relationship between the two may be better illustrated by a one-way arrow
stemming from the modeling of the program evaluation process and pointing toward
the different components of the instrumentation. This would indicate more accurately
the distinction between the two by showing that when the evaluation process is

followed the choice of instrumentation will be more appropriate.

Both the methods and the use orientations helped demonstrate this concept.
Donaldson (the respondent for the methods orientation) referred to theorists such as
Scriven (placed on the valuing branch), Alkin and Paftton (placed on the use branch)
and Weiss, Rossi and Chen (placed on the methods branch). This mixture of
influences and consideration given to all orientations along with the fact that the
methods orientation obtained the highest scores demonstrates well the concept of
following the modeling of the program evaluation process in order to make
appropriate choices regarding the instrumentation. On the other hand, the use
orientation insisted on applying an evaluation model that was arguably inappropriate
for the evaluation at hand. Since the use orientation’s driving factor was the
instrumentation (the evaluation model) it deviated from the evaluation process thus
demonstrating the necessity of using a generic framework to guide the evaluation

process so as not to lose focus on the task at hand (the specific act of evaluating).

At the onset of our research we chose our sample particularly because it created a

unique set of data: three different responses to one scenario; ideal in many respects.
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However, we do realize that we were dealing in the hypothetical and many factors
may have influenced responses causing critical aspects not to be addressed and other
aspects to be assumed. Also, we had a very small n. Three responses are hardly
enough to establish whether responses were truly representative of their respective
theoretical orientation. Perhaps future research could be based on a larger sample of
actual evaluation reports conducted by all the theorists presented on Alkin and
Christie’s (2004) Evaluation Theory Tree. This could allow for patterns to be
observed, causal links to be made and conclusion to be drawn regarding the
relationship between the modeling of the program evaluation process and the

instrumentation.

Future research could also empirically study the extent to which the instrumentation
serves the practice. By applying the four components of the instrumentation to
evaluations that were conducted and identified as being best practices or failed
evaluations, a greater clarity regarding the underlying factors that influence
evaluation practices and outcomes could be obtained. These results could contribute
to improving the credibility of the field of evaluation by improving the quality of that

which it produces.



CONCLUSION

This study set out to contribute empirical data that would be both scientifically and
socially relevant. Another objective of the study was to stimulate discussion in order

to motivate further research in the practice of program evaluation.

In keeping with this perspective we hypothesized that if the elements of the modeling
of the program evaluation process are a generic representation of the program
evaluation process, they should be present in the evaluation models. To verify our
hypothesis, we applied Hurteau, Lachapelle & Houle’s (2005) modeling of the
program evaluation process to the three theoretical orientations (methods valuing and

use) as identified by Alkin & Christie (2004).

In order to identify whether the discrepancy was at the level of the modeling of the
program evaluation process or at the level of the instrumentation, we chose to further
orient our hypothesis. As such we formulated the following sub-hypothesis:

Sub-hypothesis: If the modeling of the program evaluation process
is indeed generic and if differences are observed in the evaluation
models, then these differences should be at the level of the
instrumentation.

To verify our sub-hypothesis we applied the instrumentation (as presented by Hurteau
& Houle, 2006) to the three theoretical orientations. The criterion used to guide our
investigation of the methodological choices component of the instrumentation was
inspired by Alkin and Christie (2005) who, when referring to stakeholder
involvement, compared the use response to the valuing response by looking at the

who, how and when aspects. As such, we formulated our criteria so as to apply the
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methodological choices to each response. We also applied the standards of practice to
the three orientations by using Stufflebeam’s (1999) Program Evaluation Models
Metaevaluation Checklist (Appendix F) to the three theoretical orientations.
Differences, particularly in the use orientation were identified at the level of the
instrumentation. These differences lead us to confirm our hypothesis and allowed us
to conclude that there exists a distinction between the process of program evaluation

and the instrumentation.

On a social level the study offers insight into the development of program evaluation
as a discipline. Results from our study could be useful toward a core body of
knowledge. Often evaluation courses present evaluation models as the fundaments of
program evaluation. However, the results obtained through the present research show
that the fundaments of the practice are the constant elements which define the specific
act of evaluating and invariably depict that which is being evaluated. Unlike the
different orientations, the fundamental elements are not concerned with how an
evaluation is conducted it rather focuses on what is being evaluated. In order to offer
a relevant training course, it would be of great value to teach the invariables that exist
in the practice before presenting the different models which vary from one context to

the next according to a given theoretical orientation.

Finally, although the present research is limited to three theoretical orientations and is
based on a simulated scenario, it has produced valuable empirical data. The data
generated allowed us to distinguish between the process of program evaluation and
the instrumentation elaborated to support this process. This distinction creates a
conscious awareness regarding our responsibility to the field and to the clients we
serve. Our primary responsibility is to perform evaluations in all contexts. The
instrumentation, including the evaluation models, is a means to this end. Evaluation
models as well as the other components of the instrumentation exist as a support to

the practice and, as such, they should not dictate our choice of evaluations. The
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evaluator’s responsibility to the field of evaluation is to make informed decision
regarding which instrumentation is appropriate for the context at hand and to apply
the fundamental elements of the evaluation process so as to focus on that which is
being evaluated in order to generate relevant results and justifiable claims (which has
been a weak point of program evaluation practice that regularly resurfaces in debates).
We must be very careful not to “place the cart before the horse” or we may become
overly concerned with aspects that are external to the program evaluation process and
loose sight of our primary responsibility to the field of evaluation and the clients we

SErve.
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ANALYSIS GRIDS

Analysis grid A
Indicators related to the element 1) Program to be evaluated

Analysis grid B
Indicators related to the element 2) The evaluation’s dilemma

Analysis grid C
Indicators related to the element 3) Rendering the evaluation operational

Analysis grid D
Indicators related to the element 4) The evaluation’s strategic choices

Analysis grid E
Indicators related to the element 5) Evaluative Claims

Analysis grid F
Indicators related to the element 6) Characteristics of the declaration
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-Analysis Grid A-

Indicators related to the element /) Program to be evaluated

Does the response address the elements of e No,
the program under evaluation? explicitly it must be deduced or

there is no mention of it

1) The clientele is mentioned

2) The program’s objectives are
mentioned

3) The intervention’s characteristics
are mentioned

4) The program’s theoretical framework
is mentioned

Analysis grids A, B, C, D and E refer to the elements of the modeling of the program

evaluation process (Hurteau, Houle, 2006)




-Analysis Grid B-

Indicators related to the element 2) The evaluation’s dilemma
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Does the response present the
evaluation needs-of the client who
commissioned the evaluation?

Yes;
Explicitly or implicitly
(it is possible to deduce

since it is evident)

No,
it is not specified

1) The evaluation’s triggering factor is
specified

2) It is mentioned whether the client
expects the evaluator to attribute an order,
a score or a mark to the object under
evaluation (Type of judgment
Scriven,1995)

3) ) It is mentioned whether the client
expects the evaluator to support the
judgment by basing the evaluation on the
judgment of an expert, the causal link
between two variables, the perception of
the clientele or of the stakeholders, the
inherent properties of the intervention, or
the needs of the clientele (Criteria sources
according to Fournier, 1995)




-Analysis Grid C-

Indicators related to the element 3) Rendering the evaluation operational
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Does the response attempt to render operational the elements of the dilemma?

Are the fundamental elements that render the evaluation
operational presented?

Yes,
explicitly

It must be deduced or there is no mention

No,

of it

1) 1) The type(s) of evaluation is/are specified

2) The question(s) and/or the objective(s) (which specify the
type of evaluation according to the evaluation context) is/are
mentioned

; No
Are these elements linked to Rossi, I;ipsey, and Freeman’s The typology is not Tack oLmformaion (36t
(2904} typology? e respected criteria 1 and 2 of this
grid)
3) The type(s) of evaluation and the questions/objectives are
linked to Rossi, Lipsey, Freeman’s (2004) typology (included in
Appendix C)
No
They are not considered Lack of information
Do these elements consider : Yes ' :

4) The triggering factor (criterionl fromv gﬁd b)?

5) Criteria presented Scriven or Fournier (criteria 2 and 3 from
grid b)
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Indicators related to the element 3) Rendering the evaluation operational
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Does the résponSe attempt to render operational the elements of the dilemma?

Are the fundamental elements that render the evaluation
operational presented?

Yes,
explicitly

No,

of it

It must be deduced or there is no mentio

]

1) 1) The type(s) of evaluation is/are specified

2) The question(s) and/or the objective(s) (which specify the
type of evaluation according to the evaluation context) is/are
mentioned

No
Are these elements linked to Rossi, I_:’ipsey, and Freeman’s The typology is not TLack of information (see
(2004) typology? oS respected criteria 1 and 2 of this
grid)
3) The type(s) of evaluation and the questions/objectives are
linked to Rossi, Lipsey, Freeman’s (2004) typology (included in
Appendix C)
No
They are not considered Lack of information
Do these elements consider : Yes

4) The triggering factor (criterion1 fromv gﬁd b)?

5) Criteria presented Scriven or Fournier (criteria 2 and 3 from
grid b)
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-Analysis Grid E-

Indicators related to the element 5) Evaluative Claims

Will a judgment be provided?

The evaluator-respondent mentions that the intent is not to
provide a value judgment on the program’s worth or merit.

OR
The evaluator-respondent provides a description assuming that
the program will continue and as such omits to speak about a

judgment.

The evaluator respondent mentions that a value judgment
regarding the program’s merit will be provided.

There is no mention of a judgment in the response.




-Analysis Grid F-

Indicators related to the element 6) Characteristics of the declaration
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How is the argumentation of the
evaluative judgment presented?

It is possible to check more than one box

Yes, prior to rendering a Yes, at the moment of the No
judgment judgment
Implicit Explicit Implicit Explicit They are not Lack of

justified

information (see
criterial and 2

fromgridD)

1) Does the response justify the choice of
criteria? *

2) Does the response present a justification
for the standards?*

3) Does the response justify other choices?*
Specify...

*In the case where there is a justification, whether it is for the criteria or standards, upon which element of the modeling

does the justification relies? [- Program being evaluated (the client, the program’s objectives, the intervention’s

characteristics, the program’s context and its theoretical framework) or 2- The evaluation’s dilemma (the evaluation’s

triggering factor, the type of judgment that the client expects and the argumentation expected by the client)

Grid F refers implicitly or explicitly to the characteristics of the argumentation
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For each orientation, who establishes the elements of the modeling, which methods are used to gather the information

and when will this occur?

Elements of

Valuing Orientation

Methods Orientation

Use Orientation

the Modeling
Program to be | WHO: WHO: WHO:
evaluated e evaluation team or consultants e evaluation team made up of experienced e  Evaluator

(establishing the

existence of the

e  key informants within the school
e principal developers of the program
HOW:

¢ interviews with stakeholder groups
e evaluator reviews available literature

members and top level experts
HOW:

e interviews with various stakeholder groups to
elaborate program theories
e evaluation team members review plausibility

HOW:

o  Online research of available information

e  Questioning acquaintances about what they
have heard about the program and the school

WHEN:

e  at the onset of the evaluation

program) WHEN: of stakeholder’s program theories
e  at the onset of the evaluation WHEN:
e  at the onset of the evaluation
Program’s WHO: WHO: WHO:
dilemma e  various stakeholder groups in e  various stakeholder groups in collaboration Principal and evaluator

(identifying the
client’s

preoccupations)

collaboration with evaluation team
HOW:

interviews with stakeholder groups
evaluation team reviews the needs
imparted by way of interviews with
various stakeholder groups
WHEN:
e at the onset of the evaluation

with evaluation team
HOW:

e interviews with stakeholder groups
e evaluation team reviews the needs imparted

groups
WHEN:
at the onset of the evaluation

by way of interviews with various stakeholder

Participatory evaluation
group made up of
representatives from different
stakeholder groups, a
university professor,
members of Evaluation
Advisory Committee (EAC is
a committee if 3 teachers and
the principal) and evaluation
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team (2 or more evaluators
who h a knowledge of the
language, culture,
background and required
expertise within the context).
This evaluation group would
meet on a monthly basis.
HOW:

e  First, evaluator and the principal develop a
list of proposed project outcomes

e Second, serves to identify stakeholder
concerns

WHEN:

e one or more of the monthly meetings with the
evaluation group

e throughout the evaluations process

Rendering the
evaluation

operational

(formulating
evaluation
questions  and

objectives)

WHO:

e Fvaluation team
HOW:;

interviews with stakeholder groups

e evaluation team reviews the identified
priorities imparted by way of
interviews with various stakeholder
groups

e needs are translated into evaluation
questions by evaluation team members

e the priorities are used as a basis for
evaluation team members in the
elaboration of evaluation questions
and objectives

WHEN:

e punctual

e asneeded

WHO:

e Evaluation team
HOW:

e  The evaluation team engages relevant
stakeholders in discussions about potential
evaluation questions

e Based on these discussions, evaluation team
members formulate evaluation questions

WHEN:

e  punctual

e asneeded

WHO:

e  The evaluation group of stakeholder
representatives, EAC members and evaluation
team

HOW:

e Different groups engage in discussions and
decide upon relevant questions at the time.

WHEN:

e Regularly scheduled monthly meetings

e throughout the evaluations process
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Strategic

Choices

(elaborating the

WHO:

Stakeholders, in tandem with
relevant external perspectives
contributed by the evaluator

HOW:

established through discussions with

WHO:

e Relevant stakeholders and evaluation team
members
HOW:

e Engage stakeholders to discuss and determine
the types of evidence needed to accurately

WHO:

e The evaluation group of stakeholder
representatives, EAC members and evaluation
team

HOW:

e Different groups engage in discussions and

criteria and diverse stakeholders answer the key questions decide upon relevant criteria at the time.
setting the | ¢ needs expressed by the stakeholders e Stakeholders would rank the evaluation e  These groups gather to develop credible
are translated into criteria questions in order of priority methods, help develop instruments, analyze
standards) WHEN: ¢  Evaluator (and team) would consult various and interpret data
e  punctual sources of data (i.e. existing performance WHEN:
as needed measures and data sets, document and e Regularly scheduled monthly meetings
curriculum review, interview methods, Web- .
based and traditional survey methods, possibly *  throughout the evaluations process
observational methods, focus groups, and
expert analysis).
WHEN:
e punctual
e as needed
Evaluative | WHO: WHO: WHO:
claims e  The evaluator e Collaborative process between evaluation e The evaluation group of stakeholder

HOW:

The evaluator makes a judgment of the
program’s quality based on the criteria
identified by stakeholders as being of
value to the context at hand

WHEN:

Punctual at the end of the evaluation
process

team and stakeholders
HOW:

e reaching agreement on criteria of merit
(Scriven, 2003) or agreeing on what would
constitute success or failure or a favorable or
unfavorable outcome, which will help justify
evaluation conclusions and recommendations

WHEN:

¢  Punctual at the end of the evaluation process

representatives, EAC members and evaluation
team
HOW:

e  Group members work collaboratively make
recommendations

WHEN:

e  Throughout the evaluation process at regularly
scheduled monthly meetings
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Rossi, Lipsey and Freeman’s Evaluation Typology and Main Focus of Each
Evaluation Type

(Translated from Mongiat, 2006)

Types of evaluations

Main focus

Needs assessment

Concerns the targeted clientele’s needs
and their conditions

Assessment of program theory

Concerns the
design and organization of the program

Assessment of program process

Concerns the program’s implementétion
and the services it offers

Impact assessment

Concerns the program’s results, effects
and impacts

Efficiency assessment

Concerns the program’s costs and
efficiency
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Summary of the Joint Committee’s Program Evaluation Standards (1994)

(prepared by Mary E. Ramlow, the Evaluation Center, Western Michigan University)

Utility Standards

The utility standards are intended to ensure that an evaluation will serve the information needs of
intended users.

U1 Stakeholder Identification--Persons involved in or affected by the evaluation should be identified,
so that their needs can be addressed.

U2 Evaluator Credibility--The persons conducting the evaluation should be both trustworthy and
competent to perform the evaluation, so that the evaluation findings achieve maximum credibility and
acceptance.

U3 Information Scope and Selection--Information collected should be broadly selected to address
pertinent questions about the program and be responsive to the needs and interests of clients and other
specified stakeholders.

U4 Values Identification--The perspectives, procedures, and rationale used to interpret the findings
should be carefully described, so that the bases for value judgments are clear.

U5 Report Clarity--Evaluation reports should clearly describe the program being evaluated, including
its context, and the purposes, procedures, and findings of the evaluation, so that essential information
is provided and easily understood.

U6 Report Timeliness and Dissemination--Significant interim findings and evaluation reports should
be disseminated to intended users, so that they can be used in a timely fashion.

U7 Evaluation Impact--Evaluations should be planned, conducted, and reported in ways that encourage

follow-through by stakeholders, so that the likelihood that the evaluation will be used is increased.

Feasibility Standards

The feasibility standards are intended to ensure that an evaluation will be realistic, prudent, diplomatic,
and frugal.

F1 Practical Procedures--The evaluation procedures should be practical, to keep disruption to a
minimum while needed information is obtained.

F2 Political Viability--The evaluation should be planned and conducted with anticipation of the

different positions of various interest groups, so that their cooperation may be obtained, and so that
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possible attempts by any of these groups to curtail evaluation operations or to bias or misapply the
results can be averted or counteracted.
F3 Cost Effectiveness--The evaluation should be efficient and produce information of sufficient value,

so that the resources expended can be justified.

Propriety Standards

The propriety standards are intended to ensure that an evaluation will be conducted legally, ethically,
and with due regard for the welfare of those involved in the evaluation, as well as those affected by its
results.

P1 Service Orientation--Evaluations should be designed to assist organizations to address and
effectively serve the needs of the full range of targeted participants.

P2 Formal Agreements--Obligations of the formal parties to an evaluation (what is to be done, how, by
whom, when) should be agreed to in writing, so that these parties are obligated to adhere to all
conditions of the agreement or formally to renegotiate it.

P3 Rights of Human Subjects--Evaluations should be designed and conducted to respect and protect
the rights and welfare of human subjects.

P4 Human Interactions--Evaluators should respect human dignity and worth in their interactions with
other persons associated with an evaluation, so that participants are not threatened or harmed.

P5 Complete and Fair Assessment--The evaluation should be complete and fair in its examination and
recording of strengths and weaknesses of the program being evaluated, so that strengths can be built
upon and problem areas addressed.

P6 Disclosure of Findings--The formal parties to an evaluation should ensure that the full set of
evaluation findings along with pertinent limitations are made accessible to the persons affected by the
evaluation, and any others with expressed legal rights to receive the results.

P7 Contflict of Interest--Conflict of interest should be dealt with openly and honestly, so that it does not
compromise the evaluation processes and results.

P8 Fiscal Responsibility--The evaluator's allocation and expenditure of resources should reflect sound
accountability procedures and otherwise be prudent and ethically responsible, so that expenditures are

accounted for and appropriate.
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Accuracy Standards

The accuracy standards are intended to ensure that an evaluation will reveal and convey technically
adequate information about the features that determine worth or merit of the program being evaluated.
Al Program Documentation--The program being evaluated should be described and documented
clearly and accurately, so that the program is clearly identified.

A2 Context Analysis--The context in which the program exists should be examined in enough detail,
so that its likely influences on the program can be identified.

A3 Described Purposes and Procedures--The purposes and procedures of the evaluation should be
monitored and described in enough detail, so that they can be identified and assessed.

Ad Defensible Information Sources--The sources of information used in a program evaluation should
be described in enough detail, so that the adequacy of the information can be assessed.

AS Valid Information--The information gathering procedures should be chosen or developed and then
implemented so that they will assure that the interpretation arrived at is valid for the intended use.

A6 Reliable Information--The information gathering procedures should be chosen or developed and
then implemented so that they will assure that the information obtained is sufficiently reliable for the
intended use.

A7 Systematic Information--The information collected, processed, and reported in an evaluation
should be systematically reviewed and any errors found should be corrected.

A8 Analysis of Quantitative Information--Quantitative information in an evaluation should be
appropriately and systematically analyzed so that evaluation questions are effectively answered.

A9 Analysis of Qualitative Information--Qualitative information in an evaluation should be
appropriately and systematically analyzed so that evaluation questions are effectively answered.

A10 Justified Conclusions--The conclusions reached in an evaluation should be explicitly justified, so
that stakeholders can assess them.

All Impartial Reporting--Reporting procedures should guard against distortion caused by personal
feelings and biases of any party to the evaluation, so that evaluation reports fairly reflect the evaluation
findings.

A2 Metaevaluation--The evaluation itself should be formatively and summatively evaluated against
these and other pertinent standards, so that its conduct is appropriately guided and, on completion,

stakeholders can closely examine its strengths and weaknesses.
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CES Guidelines for Ethical Conduct

CES GUIDELINES FOR ETHICAL CONDUCT

COMPETENCE

Evaluators are to be competent in their provision of service.

1. Evaluators should apply systematic methods of inquiry appropriate to the evaluation.
2. Evaluators should possess or provide content knowledge appropriate for the evaluation.
3. Evaluators shouid continuously strive to improve their methodological and practice skills.

INTEGRITY

Evaluators are to act with integrity in their relationships with all stakeholders.

1. Evaluators should accurately represent their level of skills and knowledge.

2. Evaluators should declare any conflict of interest to clients before embarking on an
evaluation project and at any point where such confiict occurs. This includes conflict of
interest on the part of either evaluator or stakeholder.

3. Evaluators should be sensitive to the cultural and social environment of all stakeholders
and conduct themselves in a manner appropniate to this environment.

4. Evaluators should confer with the client on contractual decisions such as: confidentiality;
privacy; communication; and, ownership of findings and reports.

ACCOUNTABILITY

Evaluators are to be accountable for their performance and their product.

1. Evaluators should be responsible for the provision of information to clients to facilitate their
decision-making concerning the selection of appropriate evaluation strategies and
methodologies. Such information should include the limitations of selected methodology.

2. Evaluators should be responsible for the clear, accurate, and fair, written and/or oral
presentation of study findings and limitations, and recommendations.

3. Evaluators should be responsible in their fiscal decision-making so that expenditures are
accounted for and clients receive good value for their dollars.

4. Evaluators should be responsible for the completion of the evaluation within a reasonable
time as agreed to with the clients. Such agreements should acknowledge unprecedented
delays resuiting from factors beyond the evaluator's control.
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Program Evaluation Models Metaevaluation Checklist

PROGRAM EVALUATION MODELS METAEVALUATION CHECKLIST

(Based on The Program Evaluation Standards)
[raniel L, Stufflebeam
1999

This cheonls v pecforaung metasva

oM BUallaben models. 1S organzad aocordhng e
J-;‘n‘“ L,omm-f'ee Rexle 1o E/am, S: ;

5 of the 30 standards the c-i'-e/:‘r;-‘ Fingluces 10
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To meet the requirements for Lhility. evaluations using the evaluation inedel should:

U1 Stakehalder Identificatian

C early idemify the evaluation ¢ ent

Enzage -eacership f.gurss 1o werty other stakeholders
Consult potential staxehoders to idensify their infermation needs
Use stakebelders to derii’y otner stakehcloers

Witk the client. rank sta<ehs cers for ~elative impariance
LArrange ta invove staksholdess thronghout the eva.uaticn

Keen the evaiyation open ta serve new v identd.ed stakeboldes
Adn-sss stakeholiers’ evaiuation nee:!s

Frereserrrerrirrirnd

Serse an apprepnae rangs of incivicual stakeholders
Serve an approprate range of stakeholder organzations
0% 0 Exce ent O 7-2 Very n;oo:l 01 £-2 Goed C 24 Fair C0-2 Foor

U2 Evaluator Credibility

Engage competen: evaluatars

Encage evaluatars 'whom the stakebclders trust

Enzage evaluators who can addrass staketolders' concerns

Engage evaluators wha are apprapriate v resporsive ta issues of gancer. saciostonsmic status, race, and
larguage anc cutu-a d fergroes

Assuce that the evawation plan respanrds 1o key stakehalcers” concerns

Helr stakehoiders undsratand the eva uation plaa

Give staksholders rformation on the gvaLatior plan s techr.cal cualty and practicality
Attend apprapriate y ta staxeho ders criticiams and suggestions

Stay chreast of socia and paitca “crees

Keep mnterested paries infe-med alout the evaluatior ¢ procress

PEEATEETLTE

%0 Excerent O 7-R “ery Good 1 5-6 Good C 34 Fair C -2 Poor

U3 Information Scope and Selection

Unde-stand the o ent's maostimportant evaidation regqu -emenis

interview stakeho.ders so determine the - different perspectives

Azsi-e that &wa uats” and client negguate peminent audier ces, questons. ana raguired inforrmation
Assign pror iy 1 the mast impaortant stakeralders

el
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Assigr pn’orir\-' 1o the most important cuestona

Alow “lexibi 1y for adding questsns curing the evaluation

Obtan suff, c19| t information to adcress the stakehoiders' most impartant evaluatron questons
Obia'n suff cient information to assess the progran’'s mert

Dbz n suff ciertinformation to assess the pragrat’s worth

Alincate the evaluation effart in accordar ce with tne pric-ites assignes o the resded nfarmatian

NI

Z 9410 Excellent O 7-8 Yery Good — 25 Goed [ 224 Fair C -2 Poor

U4 Values Identification

Consider aternative sou-ces of vates for interpreting evaluation f ndirgs

Frovice a ¢ ear, cefarsible basis for value udgmerts

Ceterm ns the appropriate partyisi o muke ihe waivationa irtecpretations

idertfs petnert societa neecs

tdertfy petnent customer needs

Reference peminen: laws

Reference. as approor ate, the e evant mstiutiona, missior

Refarence the prograny's goais

“ase 1to account the stakeholde-s’ va ues

As gppropriate. presart a ternat ve irterpetations bases on sanflict ng but credible valus bases

PUERLELLETT ey

O Exce st 072 Very Good — &5 Good C 2.4 Fair C0-2 Poor

=
on

Report Clarity

C earyy repor the essentia informatan

iesue prief, zmple, ard direct regorns

Focus repots on contracted questions

Cescrie the program ard itz context

Cescrins the evaluat on's purposes, praceduras, and fine ngs
Suppot corc.us ons and -ecommendations

Aoid repoting technical -argor

Repot ntng languageis: of stakehowders

Frovice ar sxacatie summary

Frowvice a technica rgpon

LI ERereierrrreei

& ¢ Exce ent 72 Very Good — 85 Goed C 3-2 Fair C -2 Poar

Ui Report Timeliness and Dissemination

Maxe ime v interim repans to menced weers

Celrser the fnal -epart when 'tiz reeden

Have timely exchanges with the pregras s palicy board

Have timely exchangas with the pragran's sta'f

Haw timely exchanges with the progrant's customers

Haee timely exchanges with the publ ¢ rmedia

Have imely exchanges with the “ull range o° right-to-<raw auciences
Erp oy e¥active med a for reaching ard iferming the different aud ences
Keep the presentatans appropnatel;
Use pxamp es to help avdiences relaie the firdings o practica! situations

A

60 Exceant 072 Yery Good ZE-5 Gand 34 Fair C o2

Pocr
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U7 Evaluation Impact

Maintain cortact with audience

Invalvey staxehe ders threwghout the gvallatior

Encou-age and supocrt stakehalders' use o7 the finduings

Shows stakehaldes bow ey might use the fincngs in the r wik

Forecast ane aderess potental uses of findings

Provice interm reports

flaxe su-s that reorts ars opsr, frank. and corcree

Supolerrert written reports »-i angoing oral commurication

Concuct “eedbacs worsshops o co aver anc agply finzngs

Fake arrangements 1o provids ‘o ow-up assistance ir irterp-ating and agp

PIRTURETTAL b RE g

g the finsings

D150 Exceent  [17-2 Mery Sood O 38 Good 34 Fair

C 8-2 Paor

Scaring the Evaluation for UTILITY
Add the tollowing:

Number of Excelient ratirgs (0-7) x:= [T 26 {%3%: to 22

Number of Yery Gaa (0-7' x2= 19 i65% to 2E:

Numbar of Zose 13-74 x2= T

Number of Za - {3-7) xl= C7i2e%imix
Tatal seome: = Coid%iws

Excellent
Very Goad
Gaood
Fair

Poor

(Total score) +28 = x 100 =

Stwrength of the madsl's provislans for UTILITY:

To meet the requirements far feasibility, evaluations using the

evaluation model should:

F1 Practical Procedures

Taror metheds ard mstumens to irformat on regl cencerts
Minmize d sraption

tin mize the data burder

Agpaint competent s1a¥

Train staff

Cnoose procedures that the staff ae qualifiec 1o carry out

Chooss procedures in light of knowr conetraints

fdake & rea suc schecule

Enizage otals to belp corduct the evaluater

As appropriate. mase evaivat on procedures a part of rowtine events

FIRATTRERRETLTRE L]

%0 Exce ent T 7-2 Yery Good — £33 Good 24

F2 Political Viability

Antic.pate d Faert posimons of different irieqest groups
A4ef of eounteract attempts 10 i3S o risappy the fineings
Foster cooperation

nvolve stakehsdsrs throughout the evaluatior

Agree on ed woia and d ssemmatiar authosity

isue nterm repors

Repot divergsnt visws

Report w right-to-krow aud-ences

Emp oy a “irm pubke contract

ETELLTT TR re gt
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“emmirate any corrupied evallaton

O %0 Exce ent

0 7-2 Very Sacd

T 2.4 Fair C -2 Poor

— 55 Good

F3 Cost Effectiveness

Ba eficant
Make Lse of in-king ser- ces

infarr decisans

Foster sragram mprovement
Provide accaurtability irformation
Gene-ate rew ingghis

Help sureac effective pract ces
Min:myze cisruptions

FEEEETEr et il

Pmoduce infarmat:on aort the rvestment

Min mize time cemanes or program pe-saniel

O %0 Exce ent [ 7-8 Very Good — 553 Good T 234 Fair C -2 Poor
Scoring the Evaluation for FEASIBILITY Strength of the model's provisions for
Add the following: FEASIBILITY
Mamlser of Excelien: ratirgs 3-3: xi= TRt L Excellent
Number of Very Gooe i3-3) x2= Z5RE%it0 G Very Goad
Number of Gaad i2-3; x2= — 8i30%;ta7 Good
Murber of Fa < {0-2 w1 = — 328%ite S Fair

Tatal score. = — Jit¥itez Paor

(Total score} + 12 = x 100 =

To meet the requirements for Propriaty, evaluations using the

evaluation model should:

P1 Service Orientation

Aszsess needs of the program's

T
in

sustomes
$32S85 SIOJram outcories agamst targeted cusiomers” assessad neens

LBV LT RRETRE et

Pronsote excellent sar- ce

Make the evaluat on’s service ar entarion ¢ 2ar o stakehode-s

dertly pragram st-ergths W build 20

idertfy orogram weakreszes ta correct

Give intwerim feedback for prog-am mprowen-ert

Expose harmiful pracrices

Inforr ali qight-to-kirow sad ences of &2 preg-am's pos dve ard negative suteonas

160 Exce ent  T17-2 Yery Good — &3 Good C 22 Fair

Formal Agreements, reach advance written agresments on:

PO ey 8

E-aluation pupoze and questons
Adciences

Evaluation repois

E:liting

Release of repoits

Evaluation procascures and 2cheduls

Program Evaluation Models Metaevaluation Checklist 4
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Frerettd

Con‘identiality‘anoinys ity of data
Evaation siaff

Metaevaluaton

Evaluation regources

%0 Exce ent [ 7-2 Yery Good — £-5 Good 22 Fair T 0-2 Pozr
P23 Rights of Human Subjects
— Ma«e clea” to staxensders that the evatiation will regpect and protect the r ghis of Fuman subjects
- aify Ptencec uses of the evaluation
— Kv-eo stagehs'ders infomead
—  Fuo.owdue process
Z Up hod il righits
—  Unde-stanc partcipant walues
=z Respect diversity
— Foowpateco
—  Honorcon IJ':h'I‘.IS ity/anony ity agresments
— Coasham
%0 Exce ent [0 7-2 Yery Good — 2.3 Good C 2-4 Fair C 0-2 Poor
P4 Human Interactions

trerestrrrrrerrrere i

Consistently ralate ty 2 stakeboldess © aprofessona marner
Maintain effective commurucaton w ik stakekalders

Fo-ow the reltunor s protocoi

Min.mze d aruption

Homes pamic-parts’ orivacy rghts

Hono tme commitnvents

Be alet o ane address partcipants concerns about the evaluat.on

Be sensitive 1o parficipants dizersity o values and cdltural diferenc

Be even-barded o addressing df‘e'-nt stakelolders

Co nc: .grore or kelp cover up any participant s incomrpatence unethical benavior. rauc, waste, 0 abuss

&0 Exce ent  117-2 Very Good — £-5 Good 3.5 Fair 02 Poor

Complete and Fair Assessiment

IIIIIIIII'IIIIIIIIIIIE

As3=3s and -eport the program’s streagths

Assess and -eport the program’s weaknesses

Repoton intended sutcomes

Regort on unintended cutcones

Give a thomugh account o thg evauatior's process

As appropriats, show how the proarany's sirenctha coud be used to overcame its weaknesses
Have tha draft repor rev'ewad

Loproonately addresz crticien 2 of the draft report

Acanow-adoe the final report's imsitat ons

Estimate an repert the effects of the evalustizn's .mitations on the overa judgment of the pragam
060 Exce'ent 172 Very '-_100:! — E-5 Good 32 Fair T 5-2 Poor
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Mairtain evauatisr -ecords for incependerirey ew

P& Disclosure of Findings
Z  Cefae the rght-to-know aud.ences
—  Esmawlish a contractual basis for comptyirg with rghz-o-know requ.-ementis
Z  Infarm the auiner ces of the evaluation’s pursoses and projected eports
—  Repotall frdings ir ver Grg
— Report e geant ponts of v ew of Loth °‘Ipp0l’te~’s and critics of the program
—  Reportbaanced, informed conclusior s and recommendat ons
—  Show the basiz for the conciusians ard recommendat ons
—  C-aclose the svaluation's [ mitatons
T inreportng achere strictly to a code oF directniess. cpenness. ane completensss
—  Aszavve that repots reack ther audisnces
03&-°C Exce ent  [37-2 Very Sood — &5 Good Z2-2 Fair Z3-2 Poar
P7 Conflict of Interest
Z idertfy ootental canflicts oF nterest sady 1 the evalation
—  Provice written. cont-actual safequares against dentif.ed conlicts of riterest
— Engage multinle swziuato-s

PR

As appropriate. ergage indeperdent parties to assess the evaiuadon for its susceptils 1ty or cor-upt on by
canflicts o° nterest

VWhen approor.ate. release evaluation procedures, cata and -epeorts for public -eview

Coniract » t the funuing autherity rather than the ‘unded prog-am

Have nternia evaiuatoss report drecty to the chie® executive afficer

Repoteguitalkly to all Aght-ta-< 1w aucences

Engage un cue v qualified persons o nardicipate n the evaluation, even fthey have a potental conlict o
interest; but take steps to counteracs the conflict

%0 Exceent [ 7-2 Yery Good — &3 Good 34 Fair 202 Poor

Fiscal Responsibility

T T O A I I O

Specify and bucget for expense items in acvancs
Keeg the budget suficently Texil e to permit app-opdats -sallacaticrs te sirenather the gvaluaten
Obtain appropriate appreval for reecec budgeta-y modificatior s
Aszaign -esponsil ity fo- rarag ng the eva uaticn finances
Maintain accurate recomca of sources of furding anc exgerditures
Maintain adecuan p-‘l‘E-O"II'I‘-I secods concarnirg ol aliocations and tire spert on the ol
rp oy cemzarison shopping for evaluatior mater als
Ermp oy compar son conract Licding
Be fruga in expencing svaluation resources

Az G -pr"pﬂa:c- include ar experditure summary as part 2° the pualic evaluat on report

e xee ent T3 7-2 Very Good — 55 Good T 24 Fair _ 0-2 Poz
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Scoring the Evaluation for PROPRIETY Strength of the modal's provisians for
Add the follawing: PROPRIETY
Number of Excelient ratirgs {C-2) xZ= 30 (92%) 1w 32 Excellent
Numbsr of Wery Gaoar (3-8 x2= T 2205R%) 10 29 Very Good
Number of Goze (J-8% x 2= TR s0%ie 2] Good
Mamber of =3 - {0-2) ¥ 1= CRi25%ma 15 Fair

Total score: = CCidited: Poor

(Total score} + 32 = x 100 =

Ta mest the requirements for accuracy, evaluations using the evaluation model should:

A1 Program Documentation

(r;

Collect cescripticns of the irtenced program from var ous written soure
Collect cescriptions of the intenced program from e chent ard var cus sia4ens ders
Ceserize baw the program was 1tencac =0 furcicn
Faintain records fromy warious sources o now the pregram operated
Az ‘easibla. engace indepencent abaevers to des-:r be the progran’'s aciual operations
Cescriie Fow ke program astus iy funciore
I 10:25 batwesn he various ceses |pn|oz|s of how the program was intenced to funcuer

FYrirererirrrrirn

€ BSCIepEn
:i.nax,:ze niscrepanc a8 betweer now the program was ntended to ope-ate and how it actually operated
=x the client ard varous sia } sholoers to assess the accuracy of recardec cescriptisns of both the
sgram

in: endnd ard the actual pr

Froduce & rechnical repot that cocumenis the program 5 oue aions
— 9-17 Exiellert —7-

>,

2 ery Goon 58 Goou — 34 Fai — 12 Poor

A2 Context Analysis

Use mult gle scu-ces of irformat on to descrbe the program's cortext

Cescrise the context s techn 2a . social. palitical, organ zational. and zconomic features

Kaintain a [0g of unLsual ¢ cumstances

Record nstances in whick adividuals or groups ntentiona ly or otherwise interfered wth the pregram
Record nstances = which ndividuals or growps ntentiona Iy or otherwise gave special ass starce o the
Eros-am

Anzlyze P the progrant’'s comext is smiar to of sifferent rom contexts whsre the program might be
ar.:opzed

Repot thase contextua’ rfuerces iat appeared o sign ficarily nfluence the pragran anc that m ght oe
57 mterest to potentia adopters

Estimate effacts of context on orogram outcones

idert fy and describe any c-itical con patitars ta this pragram tha: functoned at the same time and ir e
Froc-am's eq or ment

Cescrite Fow peogle in the omgram’s gereral area perceived the progrant's existenca. o potance, ard

T TTErrrrnn

IR

guality
— 310 Excellert —T-% Very Gom {28 oo — -4 Far — J-2 Poar

A3} Described Purpases and Procedures

At the evaluaton’s avtser record the cient's cuposes o the gval.atien
fzritor and descrine stakeholde-s’ ntendsc azes of e.alaation frdirgs

Meritar and descrive bow the evaluat on's purposes stay the sarre o change svertime

Program Evaluation Models Metaevaluation Checklist 7
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idertty and assess conts of agreement and tisagraem ent among stakebalders regarding the

evA.UALSI § pUrpases

Az appropriate, update evaluaton pracedurm to accommaeate changes in the eva uation's purgeses
Rercord trg actual eva'uation protedurss as mplemanted

Vhen rterprating find ngs. ta<e rto account he i Ferent stakeholdess ntencee uses of the evaluation
YWhen nterpratirg findrgs. ta<e axto account the extent ta which the intended o cures ware sffectve y
executed

Cescrioe the evaluaton's puspoges ana procedures in the summary and full-length eva uatior -eports

As ‘eampla. engage ndepencent evalators ta monitor and eva uaie the evaluation's purposes and
procedures

Hi

Z 9410 Exesllert — 7-8 Very Gooe T z-8 Gooe — 34 Far — 32 Poay

A4 Dafensible Information Sources

QObtain in"zrmation frem a variety o° sources

Usze periicent. orev uusl'-f' czlected inform atior once validated

Az appropriate, employ a var ety of data collecticr methods

Cocument and repor information sources

Cocument, justify. and -spart the critera and methods used w select infarm atier sources
Fuor aach sot-ce. define the popL ator

Fo- sach poputatian, as apgrap-iats. defre ary employsd samp e

Document. justfy, and repart the mears usec o obtain nformatan ‘rom each source
netude data cellectizn nstrument in @ echnical apperdix 1o the evaluat an repon

Prerrre e ee it

Cocament and report ary b-as ag features in the otained information
Z 310 Excellent = -8 Very Good 0 2-€ Goon — -4 "al Z9-2 Poor

Valid Information

Focus the evatuation an key questions

Az appropriate. envpley multip'e measires to adaress each guestion

Frovice a detailes description of the const-ucts and Lehaviors about whick informat on w. i be acquired

A eaf and epart what tvpe of nformatisr each emgloved procedu-e aoouines

Train and calibratz the cata collestars

Do-:'.lment and report the data colecton canditions ard prasess

Cacument haw nfamr atiar Tom sack precedurs was scored. anaivzed and nterpreted

Report anc justiy inferences segly anc ¢ comiinaton

Assess and “sport the comprehensiveness of the nformation provizec by the procedu-es as asetir

relation w the nfarmaticn lfeeda-: o answes the sat of @valuation gusstons

E” tablisn meaningful categories ¢ afarratior by icent®y ng reguar and recurrent themes i infarvatior
Ilect~r uamg gqualitative assessment procedu-gs

lIlIIlIlIHIIHllIa

1

310 Exsallert — -8 Very Goow 28 Goo Z 34 Far — -2 Poor

AL Reliable Information

identfy and ustify the typeis) and extent of rebals [ty clamred
Fir gach e~ ployved data co ection device. specify the uait of analyais
Az ‘pas ble. choose measuring devices thalin the past bave shown sceeptainle evels of reliabil ty for te -
interded uses
tn repartng refiabiity of an instrument. assess and repot tha faciors that irfuenced the rebabiity.
inclucing the characteristics of the examirees. the date cclection cond tiens, and the evaluator's Liases
Chizek ani report the carsistency of scorng, categorizatior, and caeng

“rain and calib-ate scorers ano analysts to procuce consistent resus

et

Program Evaluation Models Metaevaluation Checklist &
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Filgt te wonstrurers inorder to jcentfy and cartrol scu-ces of eror
/—‘-3 appr"p xe, engage and check the cansistency beatwvesr multiple observes
o edge refiab ity problems ir the ‘iral report

ne ove-a judgment of the prog-am

E.stimate AN epart ths cifects of Lnmeiak o v dhe dataon

t
— 917 Excellert — 7-& Very Goog &% Gooe — 24 Far Z 32 Poar

Systematic Information

Estanlish prataeals for gquality cantral o the evaluatior information
“rain tne ation siaf” to adkere w the daia proweais
Systematca v check the accuracy of scoring and cacing
'e"."hef'u feasitls. use mulipte svaluators and check e consistency of ther wok
YVarify data entry
Proofread and vewf data tables generaten rom cemiputer cutput or other nreans
Systemat z2 and cortral etox:n qe of the eva uaticn nfor - atien
Cefine whe vl nave aceess 1o the evaluaton in‘s-mation
Steictly contro access io the evaluat on in‘ormation according t2 estaly shec prowocois
Have data pravicers ver’y the data fh(—:-,r subritted

IIIHIIIIIIIIIIHIIIE

L)

— 912 Exxellert — 7-2 Very Gooe 28 Gozce -4 =ar Z 42 Poar

A8 Analysis of Quantitative Information

Bogin by conduciing mellmn*ar,' sxplorate -y analyses to asswre the dawa’s comrectness anc to ¢ain a
greae” ur de‘..t‘,nu ng ofthe cata

Cricase procedures apprapriaie for the evaluaton guesiors and nature of the dasa
Fo-each procedure specify baw s xey assumpt ons are beirg st

Repot | mitatons of 2ach analvtic procecure. inc'uding failurs ta mest assumptons
Emp oy multipls aralytic gracedures to sheck on cansistency and rep ‘cability o findirgs
Examrire vatialility as we | as cantwal tenzancies

dert 4 and exarine autiers ane verify thet corectrass

idartfy anc analyze statstical interact ans

Aszsess statisteal sigr-ficar ce ane practical 2 gnificance

Use visual d.sp aye to ¢ arify the presentation and nterpretat on o statist cal resu 1s

PEEreri ettt

Z3-10 Exeeliert 72 Very Goon T 28 Goon R e Z0-2 Poor

>
(e

Analysis of Qualitative Information

Focus or key quast ons
Cefiie the bouadaries o7 infarmaton o be used
thln i’z nration <eyed to the imporant swauation questions
Werify the accuracy of fndirgs by obitain ng confimratory evidence fror nultiple sourees. ine-wding

— stakehniders
Z Cnooze anzlaic procedi-es and methods of su-~~arizaton that arg appropnate ta the 2.3 Jatisr
guestans and emp u,e‘l gualitative informiation

[

Cerve a set of categories thar s suffic ent 1o document, illummare, ard respoard 1o the evaluation
juestons

Test the devived satasor es Tor e auility and wvalic by

Cassiy the alta ned information into she »a Wdated ana.ysis categories

Cerive canclisions ana -acommendaticns and demaonst-aie the - ~saningfulness

Repot ~tatons of the referenced informaton. analvses. anc fsrences

Z 9-10 Excellent Z -8 Wery Gooe C 2-F Goos 34 Car — 32 Poor

Pragram Evaluation Models Metaevaluation Checklist 9
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A0 Justified Canclusions

Facus conclusions cirectly on the eva datisn questions

Accu-ate v retect the eva'uation procedures and fincngs

Lim t conclusisns o the aop cable time perods, canlexis. purpases. an attivites
Crethe aformatior that suppes eacn conclusior

idertfy and regort the program's sice effects

Repot plaus ble ake-natve explarations of the find rgs

Expiair why sival exp-anations we-z rejgcted

YWarm against makng comman risinterpretat ons

Obtain ard acdress the resultz of a prerelease review of the dra’t evaluat on report
Repot the gvaluatior's lim mators

LR errterietetl

]
[y}

— 912 Excellert Z 72 Very Gooc C -8 Gooe Z a4 sar — 32 Poor

Al

>
—
-—
3
=
o
2
=)
D
4
=
e
=
3
@

Encage ihe ¢ an? o determine steps to ersu-e “air, impariat reporis
stablish approsriate ecioral authosity
Cetermine rght-to-know audiences
Establish ard follew approorate clang ‘o -eeasing findings to all dsht-is-knzw audiences
Satecua-d reports fram delberate or nacvertent cistertons
Repot perspect-ves of al stakeholde” groups
Repot alternative plausidle corgus ons
Oltam outside audits o repsis
Cescrise steps taken to control bias
Farticipate in aublic presenzations of the fincings to he p guard against and corect distamiors by cther
interasted parties

Frbrerr ettt

Z 9-13 Excellert — 7-B Very Goou C 58 Goon — -4 Fai — 3-2 Poor

1>
=

2 Metaevaluation

Z  Cesanate or define the starda-ds to be used n jucging Fe gvallatian

— Assign someons responsbility for cacumeniing ane aszessing the evaluaton pracess ane praducts

—  Empoy boty farmative and sumratre metaeva uatior

—  Buuger appropriately and suff cierty ‘o concust Ag the metagva uatier

—  Record tte £l -ange of informat an neaded to jucge the evaluat on agairat the st pulated slandarcs

—  As’easile contract for an ndependent ~etasvaluston

—  [Cetermine and recorc whoel auc encez w1l receive the metagvaluation repon

T Evauate the nstrumaniation, caia collect:on. data nandlirg. czding, and analy=iz agairs: the relevart
standarcs

— Evaluate the gvaluation 3 involvemert of ard communication of find rgs to stakekolders against the
relevart stancards

—  HKaintain a record of all nerasvaluation stege. information, ane andivses

Z 3-10 Excallert Z 7B Very Good O z-8 Goor Z -4 =ar —3-2 Poor

Program Evaluation Madels Metaevaluation Checklist 10
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Scaring the Evaluation for ACCURACY Strangth of the madel’s provislons for
Add the following: ACCURALY
Number of Excelient ratings {C-12; xd = ¢ Excellent
Number of Very Goae i2-°2) X 3= Very Good
Mumber of Gaoe [3-12) x2= Good
Number of Fa.- {C-123 v l= Fair

Tomal scoe: = Poor

{Total score) + 48 = x 100 =

5t =2 'ﬂn.f 0 »m‘ﬁ(‘. or
o aiscoehion
VataNg ar Warranies
o diseiams any & G

PI/EY P--f’ "‘c -‘nec !
'm1 'qumo'ﬂ mousng the ¢

5 CRECVIGE iF

'“"'9-'?7-‘..'“1"3d b\- .‘..“. ar»a QL‘é‘-.,-.

Pragram Evaluation Models Metasvaluation Checklist 11




APPENDIX G

RESULTS OF THE FOUR CRUCIAL STANDARDS INDENTIFIED BY STUFFLEBEAM
(1999)



Results of the Four Crucial Standards Identified by Stufflebeam

(1999)
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To meet the requirements for Propriety, evaluation using the

*

evaluation model should:

P1 Service Orientation

Methods

Valuing

Use

Assess needs of the program customers

X

X

X

Assess program outcomes against targeted customers’ assessed
needs

X

Help assure that the full range of rightful program beneficiaries
are served

Promote excellent service

Make the evaluation’s service orientation clear to stakeholders

Identify program’s strengths to build on

Identify program’s weaknesses to correct

Give interim feedback for program improvement

Expose harmful practices

sl B B e B B B ST

Rl I B [ o B B o B

Inform all right-to-know audiences- of the program’s positive or
negative outcomes

To meet the requirements for Accuracy, evaluation using the

* evaluation model should:

AS Valid Information Methods Valuing Use
Focus the evaluation on key questions X X X
As appropriate, employ multiple measures to address each X X

question

Provide a detailed description of the constructs and behaviors X X

about which information will be acquired

Assess and report what type of information each employed X X

procedure acquires

Train and calibrate the data collectors X
Document and report the data collection conditions and process X

Document how information from each procedure was scored,

analyzed and interpreted

Report and justify inferences singly and in combination

Assess and report the comprehensiveness of the information X X

provided by the procedures as a set in relation to the information

needed to answer the set of evaluation questions

Establish meaningful categories of information by identifying X X

regular and recurrent themes in information collected using

gualitative assessment procedures
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To meet the requirements for Accuracy, evaluation using the

* evaluation model should:

A10 Justified Conclusions Methods | Valuing Use
“Focus _conclusions directly on the evaluation on key X X
uestions
Accurately reflect the evaluation procedures and findings
Limit conclusions to the applicable time periods, contexts, X X
urposes, and activities
Cite information that supports each conclusion X
Identify and report the program’s side effects
Report plausibie alternative explanations of the findings X
Explain why rival explanations were rejected
Warn against making common misinterpretations X X
Obtain and address the results and prerelease review of the X X X

draft evaluation report

Report the evaluation’s limitations

To meet the requirements for Accuracy, evaluation using the

* evaluation mode] should:

All Impartial Reporting Methods | Valuing Use
Engage the client to determine steps to ensure fair, X X

impartial reports

Establish appropriate editorial authority X

Determine right-to-know audiences X X
Establish and follow appropriate plans for releasing X

findings to all right-to-know audiences

Safeguard reports from deliberate or inadvertent distortions X X

Report perspectives of all stakeholder groups X X

Report alternative plausible conclusions X

Obtain outside audit of reports X

Describe steps taken to control bias X X

Participate in public presentations of the findings to help X X

guard against and correct distortions by other interested
arties

*Methods model: Program Theory-Driven Evaluation Science Approach
*Valuing model: Value-Engaged Approach

*Use model: Evaluation Capacity Building Approach




