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RESUME

Transmettre ct recevoir des signaux simultanément (communication full —duplex)
sur la méme bande de fréquence n’est possible que grace a la prévention de 'auto-
interférence avant d’atteindre le convertisseur analogique numérique de I’antenne
de reception. Une contrainte sur la prévention de 'auto-interférence regue doit étre
imposée sur le nocud full — duplex et cette contrainte doit étre considérée dans
I'analyse de la capacité d’un canal de relayage full — duplex. Ce travail étudie
le probléme d’évaluation de performance d’un systéme de relayage full — duplex
sous la contrainte d’une auto-interférence nulle. Tout d’abord, nous calculons la
capacité de canal de relayage full — duplex. En se basant sur ce résultat, nous
obtenons une formule explicite de I'information mutuelle maximale d’un canal de
relayage full — duplex “décoder-ct-transférer” on 'état des canaux est disponible
au niveau du relai.

En outre, nous proposons deux algorithmes de relayage, basés sur ’encodage dis-
tribué¢ Alamouti, qui & la fois résolvent cfficacement le probléme de 'interférence
due au lien direct et préviennent complétement P'auto-interférence. Nous montrons
que les performances de ces deux algorithmes s’approchent de l'information mu-
tuclle maximale. Ensuite, en supposant que le relai connait parfaitement 1’état des
canaux ainsi que leurs statistiques, nous calculons la distribution de puissance op-
timale dans le temps qui permet d’atteindre 'information mutuelle maximale. Les
résultats numériques prouvent que la connaissance de 1'état des canaux et leurs
statistiques fournit un gain d’information mutuelle important et réduit 1’éncrgie
consominéc.







ABSTRACT

Full-duplex transmission is feasible only through self-interference avoidance, be-
fore reaching the analogue to digital convertor at the front-end of the received
antenna. In order to grant feasibility, a constraint on the received self-interference
power have to be imposed on the full-duplex node and this constraint should
be considered in analyzing the full-duplex relay channel capacity. This thesis re-
considers the problem of cvaluating the performance of full-duplex relay channel,
with channcl side information at the relay, under the constraint of null received
sclf-interference power. First, the corresponding capacity question is formulated
and answercd. Based on this result, we derive an explicit formula for the maxi-
mum mutual information of full-duplex decode-and-forward relay channel when
the rclay has instantancous channcl state knowledge. Moreover, we propose two
rclay transmission schemes, based on distributed Alamouti encoding, which take
into account the sclf-interference avoidance and cfficiently mitigate the impact of
the dircct link interference to achieve near maximum mutual information perfor-
mance. Next, assuming that the relay perfectly knows the channel state and the
channel statistic, we derive the optimal power distribution in time that achicves
the maximum mutual information. Numecrical results show that this full state in-
formation provides significant mutual information gain and rclay power saving

compared to the casc of limited instantancous channel state knowledge.






INTRODUCTION

0.1 Background

Communication has always been a fundamental nccessity through the course of
human history. Because we are living in a society, contributing to society, sharing
with the socicty, communication is a natural part of who we are. The cfforts to
make communication a better experience have always been with us. The limita-
tions of communication have been continuously reduced by the technology. For
instance, one innovation that makes the communication a better experience was
wireless communication systems. It extended the maximum distance to commu-

nicate and amecliorated the life of mankind.

Different requirements of communication systems have come into play as we pro-
gressed. The extent of security, speed, accuracy and distance has put the challenge
into different ficlds, compelling us to invent different forms of communication. Yet,
there has always been one goal which is common for all forms of communication
systems : achicving high data rate. We are living in a world in which wireless traf-
fic grows increasingly and wircless applications are getting more and more greedy
for data rate and accuracy. The challenge to design the next-generation of wire-

less systems, with high throughput and better coverage, becomes more and more

difficult.

An important metric, known as channel capacity, is widely used to characterize
wircless communication systems by giving the theatrical maximum reliable trans-

mission rate. It is defined in information theory as the maximum rate of reliable



communication that can be supported by a communication system. Since the chan-
ncl capacity of a wircless communication system may point out if the system can
handle more wircless traffic, analyzing the channcl capacity is often the first step
of new wircless system performance analysis. One of the wircless communication

systems, with high channel capacity, is the relay channcl.

A rclay channel has a node, denoted by relay, that relays signals between a source
node and a destination one. Relays are transceivers that have the ability to receive
signals from a source node and forward them to a destination node. Relay channel
has attracted attention due to its diverse applications and numerous advantages.
The use of relays in wircless communication systems brings scveral benefits. For
instance, relaying improves the system coverage by repeating the signal towards
farther distances and lead to higher system throughput and higher cfficient power
consumption. A reclay channel, with half-duplex (HD) rclay that alternates bet-
ween reception and transmission processes, is denoted by HD relay channel. In
HD reclay channel the relay receives and transinits signals in orthogonal channels
on frequency or time domains. This results in an incfficient spectrum use and
hence the end-to-end clhianncl capacity degrades. When the relay is able to handle
the two processes of transmission and reception simultancously and over the same
band (full-duplex node), the system is denoted by full-duplex (FD) relay channel.
Using jointly the concepts of relaying and full-duplex communication within the
same system is scen as a promising approach to enhance the system capacity and
to improve the spectrum utilization efficiency. A relay channel is said degraded
(sce 1.3) when the channel capacity of the link between the source and the relay
is more important than the channel capacity of the link between the source and

the destination.

A basic perception of wircless communication is that a radio transmits and re-

ceives signals on channcls that arc orthogonal in frequency domain (frequency




division duplexing) or in time domain (time division duplexing). Recent works
have investigated the possibility to design a full-duplex radio that simultancously
communicates on both directions (i.c., receive and transmit) over the same fre-
quency band. The fact that FD radio transmits and receives simultancously over
the same band allows the spectrum reuse which is an cfficient way to combat the
problem of spectrum scarcity. Full-duplex radio is a promising technology that
provides physical layer gain and can mitigate many wircless nctworks problems.
Indeed, full-duplex radio can help to address several challenges such as reducing
the high end-to-end transmission delays of multi-hop wireless communication sys-
tem. Note that full-duplex communication is used in this document to denote

transmitting and receiving at the same time and on the same frequency band.

During full-duplex transmission, the FD node may receive its own transmitted
signal (self-interference) interfered with the signal-of-interest sent by other dis-
tant nodes. One can think that a FD node with one transmit antenna and onc
received antenna can simply subtract the contribution of its own transmitted
signal from the reccived signal. It can then process a free-interference signal-
of-interest. However, the self-interference signal received from the nearby local
transmit antenna has much higher power than the signal-of-interest coming from
farther nodes. The strong self-interference spans most of the range of the analog to
digital converter (ADC) in the received signal processing path which dramatically
increases the quantization noisc for the signal-of-interest. This results in a very low
signal-of-interest power to noise ratio. Thercfore, the key idea to make feasible the
full-duplex nodes is to eliminate the self-interference before that the analog recei-
ved signal is sampled by the ADC. Full-duplex transmission is feasible under the
constraint of null (or very weak) sclf-interference power constraint. Recent works
show that a multiple-input multiple-output (MIMO) nodec can use the spatial do-

main to climinate sclf-interference. The idea behind the spatial suppression is to




beamform the transmit signal such a way it is completely precanceled (or avoided

as much as possible) on the direction of the local receiver which can comple-
tely or partialy climinate the self-interference and thus makes possible full-duplex

communication.

0.2 Research Problem

Full-duplex relaying is a promising technology that provides high systein capacity
and cflicient spectrum utilization. Under the assumption of no self-interference,
full-duplex relay channels can provide twice the rate of a half-duplex relay channel.
FD relay channel is greatly affected by relay self-interference which makes the full-
duplex relaying not feasible. The assumption of no sclf-interference is too strong
and hence the previous results can be seen as capacity upper bounds. Full-duplex
comnmunication is feasible only under the constraint of null (or very weak) self-
interference received power. The performance of full-duplex relay channel capacity
should be reevaluated when a constraint on the received sclf-interference power is
considered. Morcover, it is interesting to characterize the iinportant decode-and-
forward relay channel by giving the maximum rate of reliable communication (i.c.,
maximum mutual information) over the system with channel state information

(CSI) under the constraint of null self-interference power.

In half-duplex relay channcls the relay (R) and the source (S) transmit signals,
toward the destination (D), in orthogonal channels on time. Thus, the destination
receives free-interference signals. In full-duplex relay channel, the relay and the
source transmit signals simultancously over the same band and thus the signal
transmitted by S interferes at D with the signal transmitted by R. This results in
a low end-to-end achievable data rate compared to the maximum mutual infor-

mation. It is thus challenging to design a transmission scheme that achicves the



(1]

maximum mutual information.

In point-to-point system, when the transmitter has instantancous channel state
information and the channel statistics (i.e., probability density functions (PDFs))
knowledge, it should adapt the transmit power in time in order to achieve the
capacity. But, what about the full-duplex decode-and-forward relay channel when
the relay has instantancous CSI and the channel statistics ? The rclay power opti-
mization problem hence should be formulated and the optimal relay power distri-
bution over time should be also derived in order to achieve the maximum mutual

information.

0.3 Key Innovations in this Thesis

Recently, smart nodes, equipped with advanced radio technologies such as full-
duplex communication nodes, have been introduced to help the other nodes. That
is the case of the FD relay in our system model. This thesis focuses on full-duplex
relay channel under the constraint of null self-interference received power. For
convenience, we say that the relay has instantancous CSI if it perfectly knows the
instantancous channel state of all the links. We also say that the relay has full
CSl, if it perfectly knows the instantaneous channel state and the PDFs of the

channel of all the links.

Our first contribution is to provide an explicit form of full-duplex degraded re-
lay channel capacity under the constraint of null received self-interference power
(Chraiti et al., 2014a). Based on the full-duplex degraded relay channel capacity
results, we derive the maximum mutual information expression for full-duplex re-

lay channel with decode-and-forward strategy and instantancous CSI at the rclay.

As our second major contribution, we propose two transmission schemes, based on

the widely used space-time block coding MIMO technique named Alamouti enco-



ding technique, that provide a ncar maximum mutual information performance.
The proposed schemes mitigate the problem of direct link interference by appro-
priately combining at the destination the signal received via direct link and its
delayed copy received via the full-duplex relay link. The first scheme is denoted by
full-duplex with distributed Alamouti encoding (FDAE) (Chraiti et al., 2013a).
The performance of FDAE depends on the processing delay and it is close to
the maximum mutual information at low relay processing delay. Since the FDAE
scheme does not always provide optimal performance, we proposc a new trans-
mission scheme denoted by modified FDAE (MFDAE) (Chraiti ct al., 2014a).
The sccond proposed scheme performance is independent of the processing de-
lay. It provides near maximum mutual information. However, the FDAE scheme

outperforms the MFDAE scheme at low relay processing delay.

Our third contribution is to address the problem of relay power allocation in time
when full CSI knowledge is available at the relay. We formulate the problem of
long-term relay power adaptation and we derive the optimal relay power distribu-
tion over time that achicves the maximum average mutual information. We pro-
pose an algorithm to derive the exact optimal power allocation for the important
casc of discrete channel distribution. The mutual information of full-duplex relay
channel with full CSI is compared to the one with instantancous CSI. Numerical
results show that full CSI knowledge provides a significant mutual information

gain and rclay power saving compared to the instantancous CSI casc.

0.4 Outline of this Thesis

This thesis is organized as follows. In chapter 1, we review the literature related
to full-duplex rclay channel. In chapter 2, we analyze the performance of full-

duplex relay channel under the constraint of null self-interference received power.



In chapter 3, we propose two transmission schemes that give ncar-optimal achie-
vable data rate. In chapter 4, we derive the optimal power distribution in time that
achicves the maximum mutual information when the relay has full CSI. Finally,

we conclude and discuss the outcomes of the thesis.







CHAPTER 1

LITERATURE REVIEW

This chapter introduces different wireless communication techniques and sum-
marizes the work that has been done in earlier literature, mostly about MIMO,
full-duplex nodes and relay channel. In the following scctions, first, we define the
basic concepts used in information theory to analyze the performance of a wireless
channel. Morcover, we introduce MIMO systems and the performance analysis in
information theory sense. Second, we introduce the full-duplex radio and the re-
lay channel. Their benefits and drawbacks are pointed out. Later, the full-duplex
relay channel is discussed. The previous efforts and various proposed solutions are

presented.

1.1 MIMO and Information Theory

1.1.1 Capacity of wireless channel

The framework for studying the performance limits in wireless communication is
the information theory. The basic measure of performance is the channel capacity
which presents the maximum ratc of reliable communication that can be sup-
ported by the channel. Reliable communication is the communication for which

arbitrarily small error probability can be achieved. Two issues that significantly
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influence the capacity notions arc the ratio of transmit symbol duration to the
coherence time and the amount of channel state information available at the trans-
mitters and receivers. Coherence time is the time duration over which the channcl
impulse response is considered to be not varying. Depending on the ratio of the
transmit symbol duration to the coherence time duration the channel is called
slow-fading channel or fast-fading channel. A channcl is said to be slow-fading if
the required transmission delay is shorter than the channel coherence time. Other-
wisc, the channel is said to be fast-fading channel. The channel state information
is defined as the of knowledge about the channel realization throughout the sys-
tem. Obviously, when a system has better channel state information knowledge,
it provides better channel capacity. To briefly describe the channel capacity, we
consider a simple system with one single-antenna source and onc single-antenna
destination and a slow-fading channel. Accurate channcl state information is avai-
lable at the destination but not at the source. In this subscction, we make usc
of on the familiar complex AWGN (additive white Gaussian noise) channel. The
AWGN channel is represented by a scries of a random Gaussian outputs y[k] at
a time k. y[k] is the sum of a random Gaussian input s[k] multiplied with the
channel cocfficient and a Gaussian independent and identically distributed (i.i.d)
noisc n[k].

ylk] = hs[k] + n[k], (1.1)

where h captures the cffect of multipath fading. Without loss of generality we
consider that n[k] is an AWGN noise with zcro mecan and variance 1. When the
destination can measure the fading process, i.c., the destination has instantancous
channel state information, with high accuracy, then the fading is considered as
an additional channel output. The mutual information between S and D can be

written as
I(s;y,h) = I(s; h) + I(s;y|h)
(1.2)
= I(s;y|h)
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where the second cquality results from the fact that s and h arc independent. We
consider that s[k] arc i.i.d complex Gaussian variables with variance equal to P
(i.e., the signal transmit power), then the received signal to noise ratio (SNR)
is P|h|2. We denote the channel gain by ¥ = h2. The accurate CSI is available
only at the destination. For a channel realization h, the mutual information in
(1.2) becomes hence the channel capacity supported by this channel (Tse and
Viswanath, 2005) :

Cpy = 1(s59l7)
k (1.3)
= log(1 + Pv),
and the channel capacity of slow-fading channecl is written as
C =E, [C/“r]
(1.4)

~ [1og(1+ PeIMI () o,

where I is the set of y and f(y) is the probability density function of +.

If the destination can share the CSI with the source, then the source can adapt
the transmit signal to the channel states. Thus, the capacity in (1.4) does not give
any morc the maximum reliable transmission rate. The source should optimally
distribute the transmit power over time. The source would adapt the transmit
power in time to conserve the power by allocating low (or null) power at low
SNR, and transmitting at high power at high SNR. The system is subject to an

average power constraint P

[P ar<?. (15)
The channel capacity becomes

C= max _E,[log(1+ P(v)Y)]
J-Pf(v) dv<P

= max _/log(1+P(7)v)f (v) dv,
POy dv<P Jr

(1.6)
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where P(.) is the power allocation function.

The optimal power distribution, that achieves the channel capacity, maximizcs

the average mutual information subject to the average power constraint P
magimize | log (1+ P £ (1) d,
g r

subject to /’P('y)f('y) dy < P,
r
P(y) 20, Vy €T, (1.7)

In the important casc of discrete channel state (i.c., the channel state follows a
stationary and crgodic stochastic process) the optimal power distribution that
maximizes (1.7) is obtained by using the Lagrangian method and the Waterfilling

algorithm as dctailed in the next scction.

1.1.2 Mutiple-Input Multiple-Output wireless system

There arc two major problems in wircless communication namely the spectral
bandwidth scarcity and the multipath cffect. These problems make extremely
difficult to design reliable wircless system with high rate transmission. To overcome
these challenges, the MIMO technology was conceived. Indeed, MIMO offers the
advantage to cxploit the spatial dimension, in addition to the time and frequency
dimensions, by using multiple antennas at the source and/or at the destination.
MIMO systems introduce a new form of diversity known as space diversity. This
technique exploits the multipath phenomena which was previously regarded as
handicap. Indced, the destination receives multiple copies of the same signal sent
from multiple antennas and propagated over independent fading channcls. The
destination can hence take benefit from the received mutiple message copics to
combat fading. MIMO technologics can be also used to enhance the transmission

rate (keeping the same bandwidth and the same power) which is known as spatial



13

multiplexing.

MIMO systems can provide a multiplexing gain and/or diversity gain :

- Diversity gain : in wireless communication, the received signal strength fluc-
tuates randomly due to the multipath effect. If the destination receives multiple
independent copies of the same signal, the probability to receive all signal copies
with a deep fading decreases exponentially which improves the communication
reliability. There are two widely used types of diversity techniques : time diver-
sity (where multiple copies are sent at different times) and frequency diversity
(where multiple copics are issued on several frequency bands). These two di-
versity techniques provides an inefficient spectrum use (Gesbert et al., 2003).
The MIMO technology introduces the space diversity. The source uses the mul-
tiple transmit antennas to transmit various coded copies of the same message.
The probability to detect at least one signal, with high SNR, hence increases.
Hence, the spatial diversity combats appropriately the multipath fading without
reducing the transmission rate. To define diversity quantitatively, we use the
relationship between the reccived SNR, denoted by v, and the probability of
error, denoted by f.. A tractable definition of the diversity order, or diversity
gain, is

(1.8)

In other words, diversity order is the slope of the crror probability curve in
terms of the received SNR in a log-log scale. A wircless system consists of M-
antenna sourcc and N-antenna destination offers a spatial diversity on the order
of M x N.

~ Multiplexing gain : a MIMO system with M-antenna source and N-antenna
destination allows to transmit min(M, N) frce-interference independent mes-
sages simultancously on the same frequency. Since the destination receives a

vector of N independent linear combinations of min(M, N) messages (N >
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=Y.

Figure 1.1: Point-to-point MIMO system

min{M, N}), it can thus scparatc messages i.c., get frec-interference messages.
The destination can simply multiply the received vector of signals by the pscudo-
inverse of the channel matrix in order to scparate the mcssages i.e., get free-
interference messages. The system becomes equivalent to min(AM, N) parallel
channcls system. A metric, known as multiplexing gain, is defined in informa-
tion theory to provides the number of frec-interference independent messages
that can be simultancously transmitted over a MIMO system. The multiplexing
gain or pre-log factor represents the rate of growth of the data rate with log(y)
when the signal to noise ratio tends to infinity. The log(y) follows from the
well known formula of the capacity for the single-users additive Gaussian noise

channel, namely log(1 + «y), where v tends to infinity.

Mg = lim Data ratc
100 log(7)
MIMO can be used to enhance the performance of the single-user and multi-user

(1.9)

systeins.

Single-user MIMO system

A single-user MIMO system consists of one multi-antenna source and onc multi-
antcnna destination as illustrated in Fig. 1.1. In 1999, Telatar proved the bene-

fits of singlc-user MIMO systems by providing the channel capacity of a mnul-



tiple antcnna system (Telatar, 1999) based on information thcory. The given
results show the capability of the MIMO technology to cnhance the transmis-
sion rate. Since that, MIMO technology attracted the attention of wireless com-
munication rescarch community. In the following, we analyze the channel capa-
city of MIMO point-to-point system. The system consists of M-antenna source
and N-antenna destination. At a time k, the source transmits a signal vector
slk] = (3[1, k], s[2,k], ...s[M, k])T. Considering slow-fading, the signal model

can be expressed in vector form as
y[k] = Hs[k] + n]k], (1.10)

where H is N x M matrix of the fading channcl cocfficients and [H],,,, = hny, is the
channel cocflicient of the link between the transmit antenna m and the received

antenna n. nlk] is an V x 1 Gaussian noise vector with identity covariance matrix

(AWGN vector).

In (Telatar, 1999), Telatar derived the MIMO channel capacity for both cases when
the channcl state is perfectly known only at the destination and when the channel
state is perfectly known at the source and at the destination. Considering that the
channcl state is only available at the destination, MIMO channel capacity can be
achicved by equally distributing the transmit power over the transmit antcennas.

The MIMO channel capacity is then written as

C =log [det (IN + £HH‘)]

M
min(M,N) P (111)
= Z log (1 + Maf) ,
=1
where P is the source transmit power and {01, 03, ..., 0min(m,n)} are the cigenva-

lucs of H. If the channcl state is available at both the source and the destination,
the source should optimally distribute the transmit power P over the transmit

antcnnas. The optimal power distribution that maximizes the reliable comminu-



16

tion rate can be obtained using the Waterfilling algorithm. The capacity formula

becomes
min(M,N) P
= log| 1+ —0c2g 1.12
C= max 3 og( + 370 %) (1.12)
Y a=M =l
=1
where g = {q1,¢2, - - -, qmina,wy} is the power fraction vector. The optimal values

of q can be derived using the Lagrangian method,

M\ :

g=\p—5=) Vi€e{l,2,...,min(M,N)}, (1.13)
Po;
min(M,N) +
where (a)* = max(0, a) and p is the solution of Y (u - %,) =M.
i=1 :

Anyhow, it is challenging to provide practical transmission techniques with near

channel] capacity performance and low complexity.

In general, MIMO schemes can be classified into two categories : a multiplexing
gain schemes and diversity gain schemes. The first spatial multiplexing technique
have been proposed in (Foschini, 1996) under the name of Bell Laboratories Laye-
red Space-Time" (BLAST). Since that, Several variants of BLAST have been deve-
loped such us the vertical BLAST (VBLAST), the horizontal BLAST (HBLAST)
and the diagonal BLAST (DBLAST).

The sccond category of MIMO schemes aims to enhance the diversity and thus to
reduce the transmission crror probability. A diversity technique that attracted a lot
of attention is the space-time block coding (STBC). The first STBC technique is
proposed in (Alamouti, 1998) and is named Almouti encoding. The main objective
is to provide a diversity order equal to two for a system with two-antenna source
and singlc-antenna destination with CSI knowledge only at the destination. This
transmission technique is widely used in several standards duc to its simplicity and
cfficiency. Several rescarch groups have also been interested in Alamouti encoding

technique and they extended it to the case of (Tarokh ct al., 1999) where the
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Figure 1.2: Multi-user MIMO system

Alamouti coding is applied for transmitters with more than two antennas.

Multi-user MIMQO system

A multi-user system consists of multiple sources and multiple destinations as de-
picted in Fig. 1.2. MIMO technology allows a multi-antenna node to simulta-
ncously communicate with multiple users. We focus, in the following, on the two
important multi-user systems namely the multi-user access channel and the broad-
cast channel. A multi-user access channel consists of multiple transmitters that
communicate with a single destination. When communications are done on the
reverse direction, i.c., from one source to multiple destination, the system is said

to be broadcast channel.

In the literature, the use of multi-antenna destination, in a MAC channel, is often
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called space-division multiple access (SDMA). The destination reccives multiple
lincar combinations of transmitted signals and hience it can get frec-interference
signals. Many works decal with nultiplexing gain of MAC channel. (Tsc ct al.,
2004) shows that a MAC systcm, consisting of onc N-antenna destination and two

sources with M; and M, antennas, has a multiplexing gain equal to min (Ml + Mo,

In (Jindal et al., 2004), the authors define a duality between the MAC and the
broadcast channels (BCs). They show that the capacity region of the broadcast
channel can be written in terms of the capacity region of the MAC channel, and
vice versa. As a result, the multiplexing gain of the broadcast channel is equal to
the onc of the MAC channel. The two-user broadcast channcl system, with M-
antenna source and two destinations equipped with (Nl, N2> antcnnas, has a
multiplexing gain cqual to min (M, Ny + N2) (Yu and Cioffi, 2004),(Viswanath
and Tse, 2003). When sufficient knowledge of CSI arc available at the source, the
latest can perform the transmitted signal in the desired directions and null it out

in the directions of other antennas or nodes.

1.2 Full-Duplex Radio

1.2.1 Main challenge in full-duplex transmission

During full-duplex transmission, the FD node receives its own transmitted signal
(sclf-interference) interfered with the signal-of-interest transmitted by other dis-
tant nodes. As discussed in the introduction, the key idea to make full-duplex
nodes feasible is to climinate the self-interference before that the analog received

signal is sampled by the ADC at the destination.




1.2.2 Self-interference mitigation

Several groups in academia and industry are intcrested to design and to imple-
ment full-duplex radio. Prior works have made significant progress on the self-
interference cancellation problem. In (Choi et al., 2010)-(Jain ct al., 2011), the
authors design a new full-duplex radio. They propose analog and digital cancella-
tion techniques that reduce the self-interference power. However, they provide at
best 85dB of cancellation, which still leave about 25dB of residual sclf-interference.
Recent works show that multi-antenna nodes can cxploit space domain (spatial
suppression) to eliminate the self-interference before reaching the reccived antenna

and thus to perform full-duplex transmission.

The idca bchind the spatial suppression is to beamform the transmit signal such
that it is orthogonal to the local received antenna direction which completely cli-
minate the self-interference. Different methods were used for spatial suppression,
some of them are described below. In (Suraweera ct al., 2013), the authors propose
antenna selection technique to partially eliminate the self-interference. The multi-
antenna F'D node sclects the best recciver and transmit antennas combination in
order to produce the lowest interference. In (Senaratne and Tellambura, 2011)-
(Riihonen et al., 2011), the authors showed that FD nodes can completely avoid
the self-interference using null-space beamforming techniques. In (Senaratne and
Tellambura, 2011), the authors showed how a finite computational crror can affect
the FD transmission feasibility. A broad range of sclf-interference mitigation tech-
niques, combining spatial processing, null-space beamforming, and time domain
processing through a minimum mean square crror filtering, have been investigated
in (Riihonen et al., 2011). The authors showed that sclf-interference can also be

climinated when side information knowledge is imperfect.
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1.3 Relay Channel

A relay is a wireless transceiver that has the ability to reccive a wireless signal
from one node then to forward it toward another node. In general, a relay chan-
nel consists of a source (S), a rclay (R) and a destination (D) as shown in Fig.
1.3. The transmission process is performed in two phases. In the first phase, the
source transmits a message to the relay. Then, the relay processes the reccived
signal and forwards it to the destination in the sccond phase. The message s trans-
mitted by the source is received by both the relay (yr) and the destination (yp).
The destination receives a combination of the message transmitted by the source
(s) and the one transmitted by the relay (). The relay channel can be then re-
presented by a channel output yp, the channel input s, the relay’s output yg and
the relay’s input r. The relay channel was first introduced by Van Der Meulen in
1971 (Meculen, 1971). The author considers a relay channel with negligible direct
link (i.c., the link between S and D), called two-hop relay channel. Since then,
relay channels become an interesting subject in information theoretic perspective
for a long time. Relay channcl capacity was extensively studied. In (Cover and
Gamal, 1979), the authors developed gencral strategies for relay networks and pro-
vided the relay channel capacity with channcl side information knowledge. They
defined the degraded relay channel as follows : “a relay channel is degraded if
flyp | s,myr) = flyp | myyr)ic., s = (r,yr) — yp form a Markov chain”. They
cxamined some non-faded relay channels and they gave the capacity of the degra-
ded relay channel. Morcover, they presented an upper and lower bounds for the
gencral relay channel. In (Wang et al., 2005), the authors studied the capacity of
MIMO rclay channel. They proposed au algorithm to derive numerically an upper

bound and a lower bound for MIMO relay channcl capacity.

Relay channel has attracted attention due to its diverse and numerous practical
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Figure 1.3: Relay channel

advantages. Relaying can be employed to divert traffic from congested arca of
cellular systems to cells with lower traffic load (Wu et al., 2001). Thanks to relay
channels, ad-hoc networks provide higher network capacity proportional to the
logarithm of the relay numbers (Gupta and Kumar, 2000)-(Gastpar and Vetterli,
2002).

Taking advantage of the broadcast nature of wireless channel and wircless multi-
path propagation, the rclay channel can also enhance the transmission diversity
(Sendonaris et al., 2003). Indeed, the destination can take benefit from the relayed
message copy propagated over multiple paths channel independent of the direct
link channel (i.e., betwcen the source and the destination). The destination then
may combinc the redundant message copies which provides a diversity gain. The
rclay channel can be used to extend cell coverage (Pabst ct al., 2004a)-(Host-
Madsen and Zhang, 2005)-(Pabst et al., 2004b) and filling uncovered territorics
by forwarding the data signal to the arcas on which the signal coming directly
from the source cannot reach. All in all, relay channels are cfficient in power
consumption, and they lead to higher throughput. Fig. 1.3 depicted the basic

system model of a relay channel.

In literature, scveral relaying algorithms have been proposed, called relaying stra-

tegics. Each onc has advantages and disadvantages over the others. The most
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common relaying strategics are amplify-and-forward and decode-and-forward.

- Amplify-and-forward (AF) : The rcccived signal by the relay do not go
through the decoding process. The relay simply amplifies the received signal
subject to relay power constraint then it retransmits the amplified signal. The
noisc signal associated to the desired signal is also amplified, which cause noise
power amplification. AF requires low computational power and the shortest pro-
cessing delay compared to the other relaying strategics. However, AF strategy
is not cfficient for multi-hop relay channel, due to noisc power amplification at
cach reclay node.

- Decode-and-forward (DF) : The rclay decodes the received signal before
retransmission and hence it requires higher processing delay than AF. The re-
lay gives high SNR performance. It outperforms the other relaying strategics

(Lancman ct al., 2004). Therefore, DF strategy is widcly preferred.

1.4 Full-Duplex Relaying

As defined above, a relay is a transceiver that has the ability to receive a signal
from a node and forward it to another node. The deployment of a relay that
handles the two processes simultancously or alternate between them is the main
difference between the FD and HD relay channels. In HD and FD relay channels,
the same frequency band is used for both transmissions from S to R and from R
to D. In HD relay channel, different time slots arc occupied by each transmission
(Gatzianas ct al., 2007a) and hence the destination receives two various copies,
orthogonal in time, of the same signal. This provides a diversity gain on the order
of two. However, half of the time spent on the communication process is wasted
in HD rclay channel. This results in an inefficient spectrum use. A full-duplex

relay node has the ability to receive and to transmit simultaneously over the same
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spectrum band. Therefore, full-duplex relaying is nceded to cnhance the system

capacity and to improve the spectrum utilization efficiency .

Full-duplex relay channel capacity was thoroughly analyzed in (Cover and Gamal,
1979) under the assumption of no self-interference. The authors provide the degra-
ded relay channel capacity and also a general upper bound on the relay channel
capacity known as cut-sct-bound. In (Simoens et al., 2009), the authors consider
a MIMO (multiple input multiple output) relay channel and give upper and lower
bounds of the capacity. Under the assumption of no self-interference, FD relay
channel provides twice as much capacity as HD relay channel(Riihonen et al.,
2009). In all those works, a key assumption is that the relay operates in FD mode
with no self-interference. This assumption is too strong since FD relaying is greatly
affected by relay sclf-interference. The self-interference should be eliminated be-
fore reaching the received antenna. Therefore the previous results can be scen as
capacity upper bounds and the FD rclay channel capacity should be recvaluated

when a constraint on the reccived self-interference power is considered.

HD relaying and FD relaying performances have been compared in (Riihonen
et al., 2009)-(Kang and Cho, 2009), without considering the cffect of the direct
link, showing that FD relaying achicves higher end-to-end data rates. In FD relay
channel, the direct link between the source and the destination may not be negli-
gible and then the signal transmitted by the source also acts, at the destination, as
interference to the desired signal transmitted by the relay. In (Kwon et al., 2010),
the authors showed the harmful cffect of the direct link interference problem on
the system outage probability. They also showed that, due to this interference, FD
relaying only outperforms HD relaying in high signal to interference ratio (SIR)
of the relay link to the direct link. For this reason, it is challenging to provide a
transmission scheme that achicves the maximum mutual information in all SIR

scenarios.




24

On the other hand, it is well known that when the transmitter has channel side
information (CSI), such as the channel state and its probability density function
(PDF) knowledge, it can adapt the transmit power in time in order to achicve
capacity. In (Goldsmith and Varaiya, 1997), the authors showed how to optimally
distribute the transmission power in time to achicve the fading-channel capacity
with channcl state knowledge and long-term average power constraint. Optimal
adaptive relay power allocation in time for amplify-and-forward HD relay chan-
ncl have also been studied in (Gatzianas ct al., 2007b)-(Rodriguez ct al., 2013),
respectively. For a decode-and-forward FD relay channel, the relay should adapt
its transmit power in time in order to achieve the maximum mutual information.
Hence, the problem of power allocation in time should be addressed in order to

find the optimal power distribution when the relay has full CSI.

1.5 Notations

Throughout this thesis, we use R, S and D to denote relay, source and destination
respectively. ||.|| denotes the 2-norm, [.|7 and [.[* denote the transpose and the
conjugate transposc operators respectively. E[.] denotes the expectation operator.
|.] denotes the modulus operator of the complex number (.). hxy denotes the
channel coefficicnt between two antennas X and Y, vxy = |hxy|? and Fyy =
E[vyxy]- The argument of a complex number is denoted by arg(.). [z]* denotes
max(0, z). The PDF of a random variable x is denoted by f(z). C,I\',Y (respectively,
I (y) denotes the channel capacity (respectively, maximum mutual information)
when instantancous CSI is available at the node X and Y. CF™? denotes the

channel capacity when instantancous CSI of R-D link is available at R.



CHAPTER II

ON THE PERFORMANCE OF FULL-DUPLEX RELAY
CHANNEL UNDER THE CONSTRAINT OF NULL
SELF-INTERFERENCE POWER

Full-duplex transmission is feasible only through sclf-interference avoidance, be-
fore reaching the ADC at the front-cnd of the reccived antenna. In order to grant
feasibility, a constraint on the reccived self-interference power have to be imposed
on the full-duplex node and this constraint should be considered in analyzing the
full-duplex relay channel capacity. The channel capacity is often studied under
transmit power constraints. The channel capacity under reccive power constraints
was introduced in (Gastpar, 2007). Our contribution in this chapter is to provide
an cxplicit form of FD degraded relay channel capacity under the constraint of
null received self-interference power. Based on this result, we derive the maxi-
mum mutual information expression for the FD relay channel with the important
decode-and-forward strategy and instantancous CSI at the relay. We provide that
the maximum mutual information of FD relay channel is twice the one of HD relay
channel with single-antenna relay when the channel cocfficients follows Rayleigh

distribution.

The contents of this chapter have been submitted for publication in IEEE Tran-
saction on Wireless Communication (TWC) (Chraiti ct al., 2014a).
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2.1 System Model

We consider a classical relay degraded channel models which consists of onc single-
antenna transmitter, onc single-antenna destination and one relay. The relay takes
advantage of MIMO technology to control the received sclf-interference power
which typically requires two transmit antennas (Ry and Ry2) more than the re-
ccived antenna (R,). The time is divided in fixed-size time slots (denoted by TS).
The TS size is small cnough so that the channel stays constant within a TS but
varics independently from TS to another. Fig. 2.1 shows the relaying system consi-
dered in this paper, where s[k] and r[k] capturc the source and the rclay complex
Gaussian inputs respectively, during & TS. The relay and the source transmitted

signals arc subject to an instantancous power constraints Pr and Ps respectively.

s . sD D
bee /
th
(B
R

TS1 182 aee TSk

Source s[1) s[2] . s[k]
Relay m | o | ']

Figure 2.1: Full duplex transmission process

2.1.1 Signal model

At a given TS (when not required, the TS index k is dropped), S transmits a
codeword s while the relay transmits a codeword r which is depends on the pre-

viously received signals from the source. The relay may use a MIMO precoding
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technique to control the self-interference. The received signals at the relay and at

the destination can then be written as

Yrn = \/Pshsnrs-i- VPrhpwW*r +np (2.1)
yp = vV Prhgrp.w*r ++/Pshgps + np, (2.2)

where hp = (hnum, Ahn,zn,,)’ hpp = (hRuD, hRnD) and w is a precoding
vector used to control the rececived sclf-interference power. ngp and np are the
AWGN at R and D respectively. A part of the noise ngp depends on the received
sclf-interference power. Without loss of generality, ng is also assumed AWGN with

unit variance when R, does not reccive any sclf-interference signal.

2.1.2 Self-interference pre-nulling

The relay can completely climinate the self-interference when perfect CSI is avai-
lable at the relay (Riihonen et al., 2010), i.e., the rclay received antenna receives
null self-interference power. Indeed, the relay can beamform the transmitted si-
gnal in the desired direction and null it out on relay received antenna direction.
A simple beamforming technique can be used such as zero forcing beamforming.

In this case, the signal received by the rclay is written as

YR = \/P_shSRrS + npg. (2.3)
2.2 Performance Analysis Under Null Received Self-Interference

Power Constraint

In the following, we derive an explicit form of the channel capacity for FD degra-
ded relay channel capacity, under the constraint of null received sclf-interference

power. Based on the capacity formula, we then derive an explicit form of the
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maximum mutual information for a FD decodec-and-forward relay channel with
instantancous CSI available only at the relay. We obviously assume that the chan-
nel state of S-D and R-D links is known at the destination. The system is subject
to transmit power constraints (Pr and Ps ) and a receive power constraint (null

sclf-interference power).

2.2.1 Capacity analysis

We consider an FD degraded relay channel with instantancous CSI at the source
and the relay. Degraded relay channel was studied in (Cover and Gamal, 1979)
considering just channel input constraints,i.c., the source and the relay transmis-
sions arc subject to transmit power constraints. The authors examined non-faded
relay channels and they gave the capacity of the degraded relay channel when S,
R and D are single-antenna nodes. From [Theorem 1, (Cover and Gamal, 1979)],
the general form of the FD degraded relay channel capacity, with instantancous

CSI at the source and the relay, is written as

C’gyR(l)z max min (I(s;yr|r), I(s,7;yD)). (2.4)

0<f(s,r)<1
where f(s,7) is the joint probability of s and r. We denote f(s,r) by 3. Under

transmit signal power constraint, the capacity obtained in (2.4) becomes

Csp(l) = [max min (log (1 + Ps(1 — ﬁ)wn,),

log (1 + Psysp + Prlvepl* + 2\/ﬂPS’YSDPRI'7RD|2) )

In order to present the next theorem, we present the QR decomposition of the

h t r h + r G 0
channel matrix as H = GQ, where H = R fualt , G = !
thlD hR:zD G, GQR

is a Cyx lower triangle matrix and Q is a unitary matrix. It is to be highlighted

that the capacity formula given in the next theorem considers a constraint on
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the reccived self-interference power in addition to the constraint on the transmit
power, whereas the formula obtained in (2.4) considers only a constraint on the

transmit signal power.

Theorem 1. Considering that the source and the relay have instantaneous CSI,
for a given channel realization, the channel capacity of the FD degraded relay

channel under null received self-interference power constraint can be written as

Cép(1) = Jhax min (log (1 + Ps(1 - »3)’7512,),
o (2.6)

log (1 + Psvysp + PR|GQR|2 + 2\//3P575DPR|GQR|2) )

Démonstration. To prove (2.6), we first prove that the capacity is higher or equal

than the explicit form given in (2.6) and second we prove that it is lower or cqual.

First, let us consider the relay precoded technique, based on QR decomposition,

defined by the following precoded signal
u=Q'P , (2.7)

where P is the relay power allocation matrix and 7y and r, denote the two code-
0 0
0 Pp

and r; = r, the received signals by R, and D from the relay transmit antennas

words transmitted to R, and D, respectively. Especially, when P =
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(Rs1 and Rys), in noiseless environment, arc as follows

er

= Hxu
Yo
(G0 . [0 o 0
~ \G» Gor xQxon\/P_R r
0

— . (2.8)
VPrGqrr

The QR decomposition with these previous paramecters allow the relay to com-
pletely climinate the self-interference and thus to satisfy the constraint of null
_received self-interference power. We get the following inequality

max min (log (1 + Pg(1 — B)'ygm) , log (l + Pgvsp +

0581

) (2.9)

Pr|Garl|® + 2\/»3PS’YSDPR|GQRI2)> < CéR(1)
which follows from the definition of the capacity obtained in (2.4).

Next, to prove the incquality in the reverse direction, a key step is to treat the
transmission system formed by the relay and the destination as a broadcast chan-
nel system with two single-antenna receivers {R,, D} and a two-antenna transmit-
ter (Rey, Ry2) as shown in Fig. 2.2. The link between the two-antenna transmitter

and R, (resp. D) will be denoted the link R-R, (resp. R-D).

The capacity region of the MIMO broadcast channel is provided in (Weingarten
ct al., 2006). The authors showed that dirty paper coding (DPC) region coincides
with the capacity region. In the casc of a two-antenna transmitter and two single-
antenna uscrs, a transmission scheme that achicves capacity has been proposed in
(Cairc and Shamai, 2001). It is denoted by modified ranked known interference.

This transmission scheme is based on the QR technique, DPC technique and power
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Figurc 2.2: Full duplex relay system
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allocation. The form of the precoded signal is u = Q* . The
0 vV PRQ T9

resulting two received signals are

Yr. = V PriGir1 + v/ PpaGir2 + g, (2.10)
Yo = (V PraGa2 + V PraGgr)ra + v/ PriGar1 + np (2.11)

The signals r; and r, are destined to R, and D respectively. Using the coding
for known interference technique, the destination is able to decode ro as if the
interference signal v/ PriGar) is not present (Caire and Shamai, 2003). Let a, and
ay denote two positive real variables. At a given transmit power matrix and fixed
values of a), and ay, the mutual information of links R-R, and R-D are (Caire

and Shamai, 2003)

Ip= log (1 + PR3a2|GQ|2 + PmazlGQR|2) (212)
PRlal|Gl|2
In. =1 1+ ————— . .
R, 0og ( + 1+ P]{3a2|G1|2 (2 13)

The capacity of the broadcast channel is obtained by solving the following opti-

mization problem (Caire and Shamai, 2003)
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maximize Ip+In, (2.14a)

P.aj,a2
s.t Ppia; + (PR2 + PR3)a2 < Py (2.14b)
a; > 0anda, > 0. (2.14c¢)

From (2.13) and (2.10), R, receives a desired signal and an interference signal.
Considering the constraint of null received self-interference imposed on the relay
(i.c., null out both signals on R, direction), we add the following two constraints

to the optimization problem in (2.14),

Praaz|Gy|* =0

. (2.15)
Pria;|G1|> =0

Obviously, the channel gains in (2.15) are strictly greater than zero. Therefore,

Prsas; = 0 and Pgria; = 0. Hence, the optimization problem obtained in (2.14)

becoinces
mz;.)ximizc log (1 + Pmaz|Gqrl?) (2.16a)
R2,Q2
s.t Pproas < Pp (2161))
a>0. (2.16c)

The optimal solution, Proag = Pp, is trivial to obtain. Then, the capacity of the
broadcast channcl between the transmit antennas of R (R;, and R;,) and D, under
null received self-interference power constraint, is the channel capacity of the link

R-D which is written as
Cp = log (1 + Pr|Ggrl®) - (2.17)

It is important to note that the capacity in (2.17) can be achicved by using the QR

decomposition and power allocation. Considering the null reccived sclf-interference
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power and transmit power constraints, the channel capacity of the R-D link is
obtained by Cp in (2.17) which is equivalent to the capacity of a Gaussian single-
user system with no received power constraint when the channel cocfficient is equal
to Gor. The system becomes cquivalent to a relay channel with single-antenna
relay and with no sclf-interference where the channel cocfficient between the relay
and the destination is equal to Ggg. Form (Cover and Gamal, 1979), we get an
upper bound of the reclay channel capacity under the constraint of null received

sclf-interference power

Cér(1) € pax, min (log (1 + Ps(1 - ﬂ)WSRr),
(2.18)

log (1 + Psvsp + Prlvrp|® + 2\/ﬁPS’YSDPR|7RD|2) ) .

From incqualitics (2.9) and (2.18), one can find (2.6). This completes the proof. O

Note that the previous results arc obtained assuming that the signal is always
transmitted via the direct and relay links. However, when the channel gain of the
direct link is better than the one of the rclay link, it is optimal for the relay to
not rclay signals. In this case, the above capacity reduces down to the capacity of
the direct channel between the source and the destination. The capacity of this

systems can then be expressed as

Cé p = max (log (1 + Psvsr,) ,C5 (1)) (2.19)

We will now derive the FD degraded relay channel capacity, under the constraint of
null received self-interference, for the case where state of channels is not available
at the source. Morcover, we consider that the relay has only knowledge of the

channel state of the R-D link but not the channel state of the S-D link. This
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result is crucial to derive, in the next subsection, the explicit form of the maximum

mutual information of FD relaying with the decode-and-forward strategy.

Theorem 2. Considering that the relay has CSI of R-D link but not the CSI of
the S-D link, the channel capacity of the FD degraded relay channel under the

constraint of null received self-interference can be written as

CE-P = nin (log (1 + Psvsr,),log (1 + Psvsp + PrlGqrl*)) - (2.20)

Démonstration. We nced to prove that when the CSI of the direct link is not
available to the relay, the capacity is obtained by (2.6) with 3 =0, i.c., 7 and s

arc independent.

We denote by g, the reccived signal by the destination multiplied with the factor
he
lhsol’

y'D =V Pslhsp|s + PR|GQR|€jBT‘ + n'D, (2.21)

where 8 = arg(hpGor) and njp = r:ig—lnp. The channcl state of the link S-D is
unknown at the source and at the relay, then € is a random variable uniformly

distributed in [0, 2n[. The channel capacity is then written as

C’g_D = max min (I(S; YrlT), E(;[I(s,r;y’D | 9)]) . (2.22)

0<p<1

The second term of the min function in (2.22) is developed in (2.23).



EB[I(Sv T, le | 0)]

= log (1 + Es,r,()[le(le)‘])
Ps VPsPrBEq [e~7° |hspl
=log |1+ (|h5D| |GQR|) 0 ]
VPsPr3E; [¢) Pg |Ganrl
= log (1 + Ps|hsp|® + Pr|Ggr|?) -
(2.23)

It is hence independent of 3. Morcover, the first term I(s; yp|r) = log(l + Ps(1 —
3)|hsp|?) is maximum for 3 = 0 (i.c., s and r arc independent). Thus, the capacity
is achicved when the source transmits a codeword s independent of the codeword

r transmitted by the relay. This completes the proof. O

2.2.2 Maximum Mutual Information Analysis

In this subsection, we consider that instantancous CSI knowledge is only available
at the relay. At a given time slot (k** TS), the source transmits a new codeword,
independent of the previous transmitted codewords. Simultancously, the decode-
and-forward FD relay decodes the k** source codeword and transmits an estimated
codeword from the signal received during the previous TS ((k — 1)®* TS). The

maximum mutual information is given in the following theorem.

Theorem 3. Considering that the relay has instantaneous CSI, for a given chan-
nel realization, the mazimum mutual information of a decode-and-forward FD
relay channel under null received self-interference power constraint can be written

as

I{z(l) = min (log (1 + Ps'ySR,) ,log (1 + Psvysp + PR|GQR|2)) . (2.24)
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Démonstration. The capacity obtained in (2.20) assumes that the rclay has only
the CSI of R-D and R-R, links. Morcover, it is achieved when S and R transmit
two independent codewords. Therefore, when the relay has the CSI of R-D, R-R,
and S-D links and when S and R transmit two independent codewords, then the
system provides a maximum mutual information higher than the one when the

CSI of the direct link is not available

I(1) 2 CfP 225
V4]
= min (log (1 + Ps7ysr,) ,log (1 + Psysp + Pg|Gorl?)) .

On the other hand, when both S and R have instantancous CSI and S and R
transmit two independent codewords, the mmaximum mutual information is obtai-
ned by(2.6) with 3 = 0. When only the relay has instantancous CSI, the system
provides a lower maximum mutual information than when instantancous CSI is

available at S and R. We therefore have that

TH(1) < Ch ()5

(2.26)
= min (log (1 + Pswvysg, ), log (1 + Psysp + PRIGQR|2)) :

The incqualities (2.25) and (2.26) lead to (2.24). This completes the proof. O

It is optimal for the relay to not relay signals when the direct link gain is higher
than the S-R link gain. In this case, the above mutual information reduces down
to the capacity of the direct transmission between the S and D. The maximum

mutual information can then be obtained by (2.27) :

I}, = max (log (1 + Psysp) , If(1)) . (2.27)

In the rest of this paper, we denote the first term of the max function in (2.27)

by I}(2) = log (1 + Psvsp)-
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2.3 Performance of FD Decode-and-Forward Relay Channel with
Rayleigh Fading Channels

In this scction, we focus on analyzing the maximum mutual information for the
important case when the channel matrix H has independent Gaussian cntrics.
The channel coefficients between R and D follow the Rayleigh distribution ~
Nc(0,%gp). The transmit antennas of the relay are close to the receiver relay
antenna and hence the direct path is important. Consequently, we consider that
channcls coeflicient between transmit and rcceived antennas of the relay follow

Rician distribution ~ N¢(a,7g).

h
Lemma 1. Let H= R a C?2 channel matriz that have independent Gaus-

hrp
sian entries where hgp ~ N£**(a,¥) and hpp ~ NE*(0,7p). Let Gor be the

second diagonal element of G in the QR decomposition H= G Q. Then, the ran-

dom variables | Ggr |? follows a Gamma distribution with the parameters (Yp, 1).
Démonstration. Sce Appendix A. a

HD decodc-and-forward rclay systems arc widely studied. Considering HD relay
channel when the relay has one received antenna, the maximum mutual informa-

tion is
1 .
I,I,D =3 min(log(1 + Psvysg-),log(1 + Psysp + PrYrp)))- (2.28)

In the case of Rayleigh channel distribution, ypp follows a Gamma distribution
with parameters (Fpp,1). According to Lemma 1, |Ggg|? follows the same dis-
tribution as ygpp. Thus, from (2.24) and (2.28), we can conclude that full-duplex
relaying provides the twice as much maximum mutual information as HD re-

laying,i.c., Th(1) =2 x I} p.
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2.4 Conclusion

In this chapter, we provided an explicit formula of the channel capacity for FD
degraded relay channel under the constraint of null self-interference power. Moreo-
ver, we provided the exact form for maximum mutual information of FD decode-
and-forward relay channel under the constraint of null received self-interference
power constraint. We found that a full-duplex relay channel with three-antenna
relay doubles the maximum mutual information compared to a half-duplex relay
channel with single-antenna relay in the case where the channel follows Rayleigh
distribution. However, in practice, the signal transmitted by the source interferes
with the signal transmitted by the relay and thus it is very challenging to give the

transmission scheme that achicves the maximum mutual information.



CHAPTER III

DISTRIBUTED ALAMOUTI FULL-DUPLEX RELAYING
SCHEME WITH DIRECT LINK

In this chapter, we consider FD relay channel with decode-and-forward strategy
and instantancous CSI at the relay. We propose two transmission schemes based
on distributed Alamouti encoding that provide a ncar maximum mutual informa-
tion performance. These schemes mitigate the problem of direct link interference
by appropriately combining at the destination the signal received via the direct
link and its delayed copy received via the FD relay link. The first scheme is de-
noted by FD with distributed Alamouti encoding (FDAE) (Chraiti ct al., 2013a).
The performance of FDAE depends on the processing delay and FDAE give ncar
optimal performance at low relay processing delay. The second scheme is deno-
ted by modified FD distributed Alamouti encoding (MFDAE). Unlike FDAE, the
performance of the second scheme does not depend on the processing delay and
it achieves near-optimal performance at both low and high SIR between the relay

and direct link.

The major part of this chapter have been published in the proceedings of IEEE
Globecom 2013 (Chraiti ct al., 2013a). The MFDAE scheme is not included in
(Chraiti ct al., 2013a) and it is a part of our paper submitted to IEEE TWC
(Chraiti ct al., 2014a).
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3.1 System Model

We consider the system model described in 2.1. Especially, we consider FD relay
channecl with decode-and-forward strategy and instantancous CSI at the relay. The
relay decodes and forwards the reecived signal from the source with a processing
delay 7 > 0. The relay uses the QR decomposition in order to completely climinate
the self-interference. The signals received by D and R at the A* time slot can be

respectively written as

yplk] = v/ Pshspslk] + v/ PrGorslk — 1] + nplk]. (3.1)
yr[k] = v/ Pshsrs[k] + nglk]. (3.2)

It can be observed that the relayed codeword (s{k — 1]) interferes, at the destina-
tion, with the new codeword (s{k]) transmitted by the source. The channel capa-
city of the link between the source and the relay is log(1+ Psysg, ). Thus, the source
can transmit, crror-free signal, to the relay with a rate cqual to log(1l + Psvysr,)
and hence the end-to-end achievable data rate of the relayed signal is as follows

(Lancman ct al., 2004)

min <log(1 + Psvysg, ), log (1 + PlG—QRF>) . (3.3)
1+ Psvsp

Wlen the direct link (S-D) is better than the link S-R i.c.,ysr, < ¥sp, relaying
signal docs not enhance the end-to-end achicvable data rate. The relay does not
relay signals when vsp, < vsp and hence the end-to-end achievable data rate
becomes

_ P|Gorl|?
R;?(FDI) = max { log (1 + Psvsp) , min | log(1 + Psvsr,),log | 1 + PlGanl .
1+ PS"YSD
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3.2 Full-Duplex Relaying with Alamouti Encoding (FDAE)

The proposed FDAE scheme is based on the Alamouti coding technique to eli-
minate the direct link interference and to cfficiently combine the received copies
of each signal at the destination. Without loss of generality, we consider that the
TS duration (denoted by drs) is an integer multiple of 7. Each TS is divided in
L + 1 sub-slots with equal durations. The k** message, transmitted during the
k™ TS by the source, is divided into L equal size codewords denoted by s[k, ]
where [ € {1,2, ..., L}. During onc time slot, the source can transmit L = gfi -1

codewords.

In this section, we start by explaining this transmission schcme for a processing
delay equal to 7 = %—i. Afterwards, we gencralise the FDAE transmission process
to any value of 7. Considering that 7 = gg-i, the source then transmits [ = 2
codewords (s[k, 1] and s[k,2]) at the k** TS. The transmission of the proposed
FDAE scheme occurs in three phases.

- Transmission phase 1

At the first sub-slot, the source transmits the codeword s[1], while the relay trans-

mit antennas stay silent. The rececived signal by R and D are written as :

yrlk, 1) = /Pshsrslk, 1] + nglk, 1]. (3.5)
yplk,1] = \/FShSDS[k, 1] + nplk, 1]. (3.6)

- Transmission phase 2

At the first sub-slot of the (k) TS, the relay reccives the codeword sk, 1] from the
source. The relay processes yg(k, 1] to decode s[k, 1] which is then retransmitted
by the relay during the sccond sub-slot of the A** TS. Simultancously, the source
transmits a new codeword s[k, 2], which is also received and decoded by the relay.

We denote by P the transmit power assigned by the relay to transmit s[k, 1]. The
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signal received by the relay during the second sub-slot of the k** TS is written as :
yrlk, 2] = \/Pshsgrs[k, 2] + nglk, 2. (3.7)

and the received signal by the destination is written as :
yplk, 2] = VPGorslk, 1] + v/ Pshsps|k, 2] + nplk, 2. (3.8)

- Transmission phase 3

At the third sub-slot, the relay encodes and transmits weighted versions of s*[k, 1]
and —s*[k, 2] in order to perforin, with yp[k, 2], an orthogonal matrix of signals at
the destination (Alamouti code). Let us define oy and a3 as the weight components
assigned to s*[1, k] and —s*[k, 2] respectively. The vector of signals received by the

destination at the second and third sub-slots is then :

yolk.2]} VPGor VPshsp\ [ slk,1] N nplk,2| (3.9)
yplk, 3| aiGor  3Gor slk, 2| n, [k, 3]

The relay suitably adjusts the weight components () and «3) to get an orthogonal
cquivalent channel matrix as follows. We start by adjusting the arguments of the

weight comnponents by solving the following system :

arg (ay) = arg (hs.p)

arg (a3) =0
oy = hs.p

N lhsol (3.10)
Yo = 1

The total cnergy used by the relay during two sub-slots is cqual to 2Pp. The
relay adjusts the transmit powers (|a;|?,|aq|? and P), with respect to this cnergy

constraint, by solving the following system :
| a1 |* |Ggrl* = Ps|hs,p|?
| a2 |*|Gorl* = PlGonl*

P+|ay >+ | az|*=2Pg
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2
=19 |y 2= pglhs.ol . (3.11)

2
Since Pp is the same order of magnitude than Ps and usually % < 1, then

P is most of the time greater than zero. Otherwise, if the direct link is better
than the relay link (i.c., %; > 1), the relay does not retransmit the signal
(P = 0), as cxplained previously, and the achievable data rate becomes equal to
the capacity of the direct link. The received vector of signals during one TS can

be obtained by combining (3.6), (3.9), (3.10) and (3.11) as follows :

yplk, 1) vV Pshsp 0 k1] nplk, 1]
yD[ky 2] = \/EGQR \/Fshs,p s[k,2]> nD[k,Q] . (3.12)
yplk,3] VPshsp —VPGyp ’ nplk, 3]

We denote by H the equivalent channel matrix defined in (3.12). It can be observed
that, as desired, H is orthogonal. The destination then uses the Alamouti detector
to decode the codewords. That is, the destination multiplies the vector of received
signals by H*. The achicvable end-to-end data rate of the considered relay channel
is the sum of the achicvable date rate associated to the two relayed signals ((s[k,1],

slk,2]) at the kth TS)

1 .
5 min (2 log(l + Ps"ySR'_), log(l + P|GQR|2 + 2P5’)’5D) + log(l + PlGQR|2 + PS'YSD)) .

(3.13)

The achievable pre-log factor is
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lim
Ps+Pr—o0

% min (2log(1 + PS'YSRr)a log(l + P|GQR|2 + 2PS'YSD) + log(l + PIGQR|2 + PS'YSD))

log(Ps + Ppg)

= %min(?, 2) = g
(3.14)

2
Morcover, if the direct link is better than the relay link (i.e., ﬁi:’é‘iﬂz > 1), the

rclay does not retransmit the signal (P = 0) and the achicvable data rate becomes
cqual to the capacity of the dircet link. Hence, the achievable end-to-end data rate

can be given by :

1
RE(FDAE)/(sz) = max{ log(1 + Psvsp), 3 min (2 log(1 + Psysr. ),
3

(3.15)
log(1 + P|Ggr|* + 2Psvsp) + log(1 + P|Ggrl* + PS'YSD))}

It is important to note that the system performance remains the same as when a

pscudo-inverse channel matrix is applied at D since H is orthogonal.

This transmission schemne can be extended to the general case as follows. Without
loss of generality, we assume that the number of transmit codewords L is even (if L
is odd, the relay just retransmits at the last sub-slot the last received codewords).
The transmitted message during one TS is divided into blocks of two codewords.
The transmission process of cach block of codewords follows the three transmission
phases described above. However, at the third transmission phasc of the b (b =
1,... ,% — 1) block, the source simultancously starts the first transmission phase

for the (b + 1)* block which is treated as interference by the destination.

Accordingly, the relay adjusts the transmit powers and the weight components

cxactly as in (3.10) and (3.11). At the end of cach TS, the relay multiplics



the received signals vector with a pscudo-inverse matrix (H*H)~'H* to get free-
interference codewords. The end-to-end achievable data rate of the systems is

1 .
RE(FDAE)/T=%ISI = max { log(l + PS')’SD), m min (L log (1 + PS'YSR,) ,
¥

log (det(I 1. + H'H)) ) .
(3.16)

3.3 Modified Full-Duplex Relaying with Alamouti Encoding (MF-
DAE)

Considering an crror-free decode-and-forward FD relay channel, the received si-
gnal by D at the k** time slot is given by 3.1. It can be obscrved that the relayed
codeword (s[k — 1]) interferes with the new codeword (s[k]) transmitted by the
source. In this section, we propose a modified FD reclaying with distributed Ala-
mouti encoder (MFDAE) scheme that cfficiently combines the signal received via
the dircct link and its delayed copy received via the relay link. We show that
the MFDAE performance is independent of the processing delay. We show using

numcrical results section that this scheme achieves near-optimal performances.

We consider that cach TS is divided into two sub-slots with equal duration. The
transmitted messages during the kt* TS, is divided into two equal size codewords
denoted by s(k, 1] and s[k, 2]. Without loss of generality, we describe the MFDAE
scheme process during the k** TS. The transmission occurs in two phases.

- Transmission phase 1

At the second sub-slot of the (k—1)** TS, the relay receives the codeword s[k—1, 2]
fromn the source. The relay processes yg[k — 1, 2] to decode s[k — 1, 2] which is then
forwarded by the relay during the first sub-slot of the k** TS. Simultancously, the

source transmits a new codeword s[k, 1], which is also rececived and decoded by
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the relay. We denote by P the transmit power assigned by the relay to transmit
s[k — 1,2]. The signal rcccived by the relay during the first sub-slot of the k" TS
is written as

yrlk, 1} = /Pshsg, s[k, 1] + nglk, 1] (3.17)

and the signal reccived by the destination is written as :
yplk,1] = /Pshspslk, 1] + VPGopslk — 1,2] + nplk, 1]. (3.18)

- Transmission phase 2

At the sccond sub-slot, the relay encodes and transinits weighted versions of s*[k—
1,2] and —s*[k,1] in order to perform, with yp[k, 1], an orthogonal matrix of
signals at the destination (Alamouti code). Let us define oy and a4 as the weight
components assigned to s*[k — 1,2] and —s*[k, 1] respectively. During the sccond
sub-slot, the source transmits a codeword s[k,2]. The vector of signals received

by the destination, at the first and sccond sub-slots is then written as :

yD[k, 1] _ \/ﬁGQn v PShSD S[k - 1, 2] " nD[k, 1]
yb[k, 2] QIGQR aSGQn S[k, 1] vV Psh'SDS‘[k‘, 2] + nb[k), 2]
(3.19)

The MFDAE process is depicted in Fig. 3.1. It describes the signals transmitted
by the source and the relay during two TSs. It shows the interference and desired

signals that will be received by the relay.

[k.1) (k2] [k+1,1] k+1,2]
Source S[k,l] 5[k[2] S[k+1,1] S[k+1,2]
Relay s[k-1,2} {-s*[k,1],s*[k-1,2]) s[k,2] g (-s*[k+1,1],s*[k,2]

Blinterference signal B Desired signal

Figure 3.1: MFDAE transmission process during two TSs

The relay suitably adjusts the weight components (a; and ap) and the transmit

power P to get an orthogonal equivalent channel matrix as follows. We start by
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adjusting the transmitted signals arguments by solving the following system :

arg (o) = arg (hs,p) (3.20)
arg (az) =0

The total cnergy used by the relay during two sub-slots is equal to 2Pg. The relay
thus adjusts the transmit powers (Ja)|?,|az|? and P), with respect to this cnergy
constraint, by solving the following system :

| 1 121Ggrl* = Pslhs,pl?

| @2 |* |Gorl* = P|Gqrl*

P+ ay >+ ag|?=2Pg

( 1 |hs,pl?
P=— (2P, — P;1s.
2 ( ST

2
=1 o = Py 0l - (3.21)

|hs,p|?

Since Pp is the same order of magnitude than Ps and usually CarlP & 1, then
P is most of the time greater than zero. Otherwise, if the direct link is better
than the relay link (i.c., %%rz > 1), the relay does not retransmit the signal
(P = 0), as explained previously, and the achievable data rate becomes equal to
the capacity of the direct link. Considering that the relay forwarded the signals
(i.c., P > 0), the received vector of signals during one TS, can be obtained by

combining (3.19), (3.20) and (3.21) as follows :

yplk, 11\ VPGgr VPshsp\ [slk—1,2
yplk, 2] —VPshy p VPG s[k, 1]
(3.22)
nD[k,l]

VPships*[k,2] + nplk, 2]
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It can be observed that the cquivalent channel matrix in (3.22) is orthogonal, as
desired. The destination then uses the Alamouti detector to decode codewords.
That is, the destination multiplies the vector of received signals by H*. The chan-
ncel capacity of the link S-R is log(l + Psysr,). Thus, the source can transmit an
crror-free signal to the relay with a rate equal to log(1 + Psysg, ). The achicvable
cnd-to-cnd data rate of the considered relay channel is the sum of the achicvable

date rate associated to the two relayed signals ((s(k — 1, 2], s[k, 1]) at the k** TS)

(P|Gorl* + Psysp)’
P|Ggr|? + Psvsp + PHip

1 P|Ggrl? + Psvsp)®
+riog (14 g |Gonl SYsD) i '
2 P|Ggn|* + Psvysp + P|Gor|*Psvsp

1
min (log(l + PsYsr, ), > log <1 +
(3.23)

Assuming that the relay can decide to forward the signal according to the channel
state knowledge, the relay does not relay signals when ysp. < vsp. The achievable

cnd-to-cnd data rate, of the MFDAE scheme, then becomes as (3.24).

Ry
1
= max { log (1 + Psvsp), min (log(l + Psvsn,. ). 3 log <1 +

(PIGgrl* + Psysp)’ + llog 1+ (P|Garl* + Psysp)”
P|Ggrl|* + Psvsp + P, 2 P\Gon|? + Psvsp + P|Gor|*Psvysp '

(3.24)

In scction 3.4, we compare the achicvable data rate given in (3.16)and(3.24) to
the maximum mutual information with instantancous CSI at the relay given in

(2.27).
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3.4 Numerical Results

In this subscction, we evaluate the performance of the FDAE and MFDAE schemes,
and we compare them to the maximum mutual information and to the achievable
data rate when the signal received via dircct link is considered as interference
(FD relaying with interference denoted as FDI). Morcover, we compare the per-
formance to the transmission scheme proposed in (Krikidis and Suraweera, 2013)
denoted by FD relaying with Alamouti code. MATLAB software tool is used for
numcrical results. The noise variance is set to No = 1. We consider Rayleigh chan- -
nel. The channel gain of the links S-R and R-D follow an exponential distribution
with average given by ¥gp = ¥5p = 0 dB. We assume that S-D link is poor but it
is not negligible. Unless mentioned otherwise, the average channel gain of the S-D
link is sct to ¥gp = —10dB. We analyze the performance of the FDAE scheme
for two values of the precessing delay 7; a low processing delay 7 = 41115 and high

processing delay 7 = gg-i.

Fig. 3.2 shows the end-to-end achicevable data rate versus Pg for a fixed value of
Ps = 10dB. Fig. 3.3 shows the end-to-end achievable data ratc as function of g,
when the transmit powers arc set to P = 10dB and Ps = 10dB. FDI results show
the harmful effect of the interference signal received via direct link on the end-to-
end achicvable data rate. Especially, at low and medium Pp to Ps¥gp ratio, the
interference at the destination becomes higher and hence the difference between
the maximum mutual information and FDI cnd-to-end achievable data rate be-
comes more important. For a relay processing delay 7 = ggi. The transmission
schemes FDAE and FD relaying with Alamouti encoding efficiently combine cach
transmitted signal and its delayed copy. However, it achieves a pre-log factor equal
to % and hence it does not achicve near optimal performance. The performance of

MFDAE is independent of the processing delay and outperforms FDAE at higher




processing delay. Even if FD with Alamouti encoding schemes outperform FDI
scheme at low and medium Pp to Ps¥gp ratio, it is not optimal when this ratio
becomes high and it provides lower performance, as shown in Fig. 3.2 and 3.3,

duc to the low achieved pre-log factor.

2
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Figure 3.2: End-to-cnd achicvable data rate versus P (Ps = 20dB)

At lower processing delay such as 7 = dTTli, the transmission scheme FDAE pro-
vides a pre-log factor near to 1 and outperforms the other schemes. Mcanwhile,
the proposed MFDAE scheme outperforins the FDI and FD with Alamouti enco-
ding schemes and achicves near optimal performance for all cases independently

to the processing delay as shown in Fig. 3.2 and Fig. 3.3.

3.5 Conclusion

In full duplex relaying systems, the destination suffers from interference caused by

the received signal via the direct link when the processing delay is not negligible.
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Figurc 3.3: End-to-end achicvable data rate versus g, (Ps = Pr = 10dB)

In order to cnhance the system cnd-to-cnd achicevable data rate, we proposed in
this chapter two novel FD relaying schemes based-on distributed Alamouti enco-
ding which cfficiently combine cach signal and its delayed copy. Numerical results
show that the proposed FDAE scheme ensures near-optimal performance and out-
performs the MFDAE scheme at low processing delay. Mcanwhile, the proposed
MFDAE scheme achieves near optimal performance for all cases independently of

the processing delay and outperform the FDAE scheme at high processing delay.






CHAPTER IV

OPTIMAL LONG-TERM POWER ADAPTATION FOR FD
DECODE-AND-FORWARD RELAY CHANNEL

In ‘this chapter, we consider that the relay has full CSI knowledge (i.c., channcl
state and channcl gain PDF for all links are available at the relay). Hence, (2.27)
does not give anymorc the maximum mutual information. The relay should adapt
its transmit power in time in order to achieve the maximum mutual information.
We formulate the problem of long-term relay power adaptation and we derive the
optimal relay power distributibn over time. In addition, we propose an algorithm
that provides the exact optimal solution for the important case of a discrete chan-
nel distribution. The performance of our proposed scheme is compared to the DF

relay channel with fixed rclay transinit power.

The contents of this chapter have been published in IEEE Wireless Communica-
tions Letters (WCL) (Chraiti ct al., 2014b).

4.1 Capacity of Fading Channel with Channel Side Information

The capacity of point to point wircless communication system with a time-varying
channel was introduced by Jacob (Jacob, 1964) assuming that the channel side
information is known at both transmitter and recciver. Let v refers to a channel

gain to noisc ratio which takes values in the set I'. The probability that the channel
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gain to noisc ratio be in the state v is denoted by f (). If we consider a fixed
transinit power in time, the capacity of the considered system, is then obtained

by |(Jacob, 1964), Theorem 4.6.1] :

C=E,[C)= [ G () an. (4.1)

where C, is the instantancous system capacity when the channel gain to noise

ratio is in state «.

If we consider a long-term average power constraint, we cannot apply (4.1) to
obtain the system capacity. The transmit power should be optimally distributed
in time in order to achieve the fading channel capacity. Given an average power
constraint, the optimal power distribution P(v) that gives the fading channecl

capacity with channel side information, is obtained by solving the following systen

magimize / log (1+P(v)7) f () dy
; .

I
st [POf)dr<P
r
P(y) 2 0.
where P is the average transmit power.

4.2 Problem Formulation

We start by formulating the optimization problem to derive the optimal power
distribution that maximizes the average mutual information in time subject to a
long-term average power constraint Pr. We usc the following notations.

- I'sp, ['sg and Tgp are the sct of ysp, vsr, and |Ggr|? values respectively ;
Gorl?);

- I" denotes the set Tsp X Tpp X Trp ;

-~ denotes the vector (ysp, Ysr.,

- Pr(9) denotes the instantancous relay transmit power given a channel gains

vector “y.



Ct
Ct

Using the same approach as in (Jacob, 1964), the optimization problem can be

written as
maimize [ 6y max (1h(a), 2h(2) dy (4.32)
.t [ 1) Patr) vy < PR (4.3b)
r
Pr(y) 20, vy €T, (4.3¢)

where f () is the joint probability of ysp, vsr and vgp.

The min (in the definition of I§(1)) and the max function in (4.3a) make the opti-
mization problem difficult to solve. We thus start by reformulating the max func-
tion as follows. Notice that when ysz. < <vgp, the dircct link can transmit more
information than the relay link (i.c., I5(2) > I5(1),VPg(%) > 0). In this case, the
relay assigns a null power to relay the signal. Then, the max function can be re-
formulated as the instantancous power constraint 0 < Pr(y) < C[vsr, — vsp]”,
where C is a positive rcal number which will be given later. To reformulate the
min function, we use the definition of the channel capacity. A receiver can decode
a signal with an crror probability as small as desired if the transmission rate is
less than the channel capacity. The relay can then decode correctly a signal trans-
mitted with a rate less than log (1 + Psysg,.). The mutual information of relay
channel cannot be greater than the capacity of S-R link. The relay transmit po-
wer should thus be such that ; log (1 + Psysp + Pr(v)|Gorl?) < log (1 + Psvsg.).
Then, the max and min function can be reformulated as an instantancous power

constraint as follows

0 < Pr(vy) < |GZ—iI2 [(vsr, — vsD)] T - (4.4)

The real number C is then cqual to C = ITZSW'

We can therefore reformulate the optimization problem in (4.3) as a inaximization

problem subject to an average and an instantaneous power constraints as follows



maximize/ f(¥)log (1+ Psysp + 'PR(‘7)|GQ[{]2) dy (4.5a)
r

Pr(=)
st [ f0Prir)dy < Pr (4.3b)
r
PS + -
0 < Pr(v) € 753 [vsr, —vsp]", ¥y €T. (4.5¢)
|Gqrl

4.3 Optimal Power Distribution

In this section, we derive the optimal relay power distribution Pp(7y) that maxi-
mizes the average mutual information by solving the optimization problem (4.5).
The objective function is clearly concave and the constraints are lincar. Thus, the
local maximum is the global maximum. We use the Kursh-Kuhn-Tucker (KKT)
conditions to obtain the optimal solution by finding the minimum value of the

Lagrangian over Pp (%) in the feasible sct. The Lagrangian of (4.5) is written as

LPrp) = /r f (1)log (1 + Psysp + Pr(7)|Conrl?)

(4.6)
- Pr(~)dy - Pr
u(_[lf(v) r(y)dy n)

where Py = {PR (7);0 < Pr(y) < W,'y € I‘} and g is the KKT mul-

tiplier. The gradient of the Lagrangian in (4.6) where (ysp, vsr,., |Gor|?) have
occurred is written as

oL B _ cot )
IPr(Y) o (1 + Psvsp + PrIGorl? ©') (4.7)

The instantancous optimal transmit power Pr(7) is such that the gradient func-
tion (4.7) cquals to zcro. The optimal solution must respect the instantancous
power coustraint. Hence, the optimal transmit power for a given realization (ysp,

vsr and |Ggr|?) is written as (4.8).



1+ Psysp . 1 14 Psysp _ Ps(ysr, —VsD)

1 fO and <
PRENTERYE u 1Gqrl? 1Corl? 8D < VSR
. o1 1+ Pgvg
Phv,u)=¢ 0 if ; - WRPD < Oorvsp > vsr(4.8)
Ps (vsr, — vsD) .1 14 Psysp _ Ps(ysr, —sD)
r 1o0) f = — > L d <
\ |Gorl? "o |Gorl? ~ |Gorl? mETSD < SRe

The optimal power allocation solution is a function of the KKT multiplier. Specifi-

cally, when the inequality power constraint is inactive, [ f () i"lgé%;l",ﬁ]i dy <

Pr, the instantancous optimal transmit power is then the instantancous upper

bound Pj(v) = ’—Js—[zf—gq%rf—‘—’r- and the optimal valuc of u, denoted by u*, is equal

to u* = 0. In this case, the systemn rcaches the maximum mutual information
without using all available average relay power Pr. Hence, the power adapta-

tion technique reduces the average power consumption with a factor cqual to
+

P Tl L) M

IGQR!
Pr

y
G=1- . Otherwise, p* (where p* > 0) that satisfics the

average power constraint should be derived using :

/Pf () Pr(v,p*) dy = Pr. (4.9)

The bounds of integration must be preciscly defined before solving (4.9). Let

YM = (ysr,,vsp) and

. u* (Psysp,+1) 1 1+ P
o7 ™) = | F(1GorP) (—,, - —S”;”’) dGerl2,  (410)
1 (Psysp+1) H |Garl
+oo Ps (vsr, — vsD)
) =/ F(IGor|? (—) d|Garl®. 411
( ) e (Poren s (IGgrl®) Gorl® |Gqrl (4.11)

From (4.9), we then obtain
| sso) [ fase [otur A®) +hiut v D)] s, dhsp =Pr - (412)
YSD

The optimal KKT multiplier is derived by solving (4.12).




Next, we investigate two special channel cases. In the first one, we consider Ray-

leigh fading channels. In the second one, we consider a practical case where the

channel gains arc discretized.

4.3.1 Optimal power distribution for Rayleigh fading channels

From (Cairc and Shamai, 2001, Lemma 4), |Ggr|? follows exponential distributed
with an average 7 pp. Morcover, the channel gains vsp and ysg, follow exponen-

tial distributions with invariant averages ¥5p and g5 respectively. (4.10) hence

becomes
u*(Psysp+1) w* (Psysp, +1)
ey = L [t )] s e
,U:' . TYRD (413)
[I‘ (0 #* (Psysp + 1)) r (0 #* (Psysm, + 1))]
’ YRrD ’ YrD '

where I'(p, A) is the gamma distribution function with parameter (p, A). Also,

(4.11) becomes

P -8 * (P +1

(et D) = 5(75_12, D) 1 (0’# ( SVSRe )>. (4.14)
YRD YRD

The analytical solution of (4.12) is intractable. A numecrical solver can thus be

used to numnerically compute g*. As scen in (4.8), the function of the instantancous

transmit power is continuous and decreasing as a function of x. Hence, a bisection

algorithm can be used for the numerical computation of p*.

4.3.2 Optimal power distribution for discrete distribution channels

In this case, we proceed similarly to the continuous case. The optimization pro-
blem is also concave (Boyd and Vandenberghe, 2004, Example 9.4) and using
the Lagrange condition we get the same transmit power function as in (4.8).

Similarly, the solution is given as a function of p and if the incquality power



UUR P , .
constraint is inactive i.c., Y _n f (%) P—Shf—c"’.‘#ﬂl— < Pg, then the optimal solution

— + . .
is Ph(y) = Psbisrr=yspl” Hence, the power adaptation technique reduces the

IGqnl +
Ps|vsR,—7sD
5. sy b5 —1s0]”

average power consumption with a factor equal to G =1 — P—’:GQ"'
Otherwise, u*, the optimal value of the KKT multiplier, is such that
> FMPr(') =Pr. (4.15)

r

u* can be obtained numerically using the biscction algorithm. However, we pro-
posc an cfficient algorithm summarized in Algorithm 1 to derive its exact value.
The algorithm starts by calculating the KKT multiplier v(7) that rcaches the

instantancous upper bound in (4.5¢) for cach vector « by solving —L — 1tPs1sp —

v(¥)  TGorl* T
+
ﬂ%—%]—. In step 1, the algorithm then constructs the set 7, of channel gain

vectors such that the instantancous optimal power P (-, it*) reaches the instanta-
ncous upper bound. It is obtained based on the KKT multiplier (1) calculated

as follows

p® = arg min K (v() - Pr (4.16)
v)El(r )7 0K (u(+')) 2P}

where K () is the average transmit power over time when the KKT multiplicr is
cqual to v(«). In step 2 the algorithm varies the KKT multiplier until it finds the

optimal value p*.

4.4 Numerical Results

In this subscction, we study the performance of the optimal relay power adaptation
technique and compare it with fixed rclay instantancous transmit power cqual

to Pr. MATLAB software tool is used for numerical results. We use a similar
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Algorithm 1: Optimal instantaneous transmit power algorithm

Initialization:
1« 0;

mine null;

Step 0:
foreach v € I do

|Gqri®
| vl e plSant,

Step 1:
foreach '7' €I'do
K@) « 2, fmPa (v (7))
if K(v(y')) —Pr>0then
if (min =null or K(v(v)) - Pr < min) then
mine K(v(7)) - Pr
L 10y (,7’)

1 1+ Psysp Ps(ysn,.—ysp)
B —— —___l__’_ -~ N
J2 {7 T T Carlt > Canl &vsp < rsn,}

n

foreach v € J; do

. 0 Ps(ysp.—7sp) *
L P(v, 1Y) |Z:Zn|iso

Step 2:
. Py )
AR {“/v ,l% - Hc:,?ro < Oorysp 2 ’YSR"}

T = 0< s - g < B £aso < asn |

M
P_R(”) « K ()

while Pz > Pg do

t1—i+1;

o Xyeq V) )
N 14 Py g ”s(vsn,.*ﬁsn
p"+EvEJ1 lcqnld _E'ré.’h 1Gon'?

Update 7" and 7"

foreach v € ~7u(i) do
L Pyt 0
foreach v € Jl(“ do

. ; 14 Psvs
| Prvu®) & oy — ke

PR« X, F () Prr, ut?)

et
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algorithm to the one proposed in (Chraiti ct al., 2014b) but we consider the mutual
information (2.27) instecad of the spectrum efficiency formula. We consider that
the channcls gain follow an exponential distribution with average ¥5p, = —10 dB
and ¥gp = ¥pp = 0 dB. The channcl state is discretized with a precision equals

to 0.05.

141

—8— Optimal power allocation
—a— Fixed power b

1.2

Maximal average mutual information (bits/s/Hz)

L 1 1 1

0 2 4 6 8 10 12 14 16 18 20
Pr (dB)

Figurc 4.1: Mutual information versus Pg

Fig. 4.1 shows the average mutual information versus Pp assuming Ps = 10 dB.
We can sce that for a low Pg, the power adaptation technique is able to cfficiently
allocate the power and to significantly improve the mutual information. Mcanw-
hile, for higher Pg the mutual information becomes bounded by the capacity of
the S-R link (power constraint is inactive) but the power adaptation technique is

able to reduce the actual relay power consumption as shown in Fig. 4.2.

Fig. 4.3 shows the average mutual information as a function of 75, assuming Ps =

Pr = 10 dB. The results show that the direct link has an important impact on the
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Figure 4.2: The relay power consumption versus Pr

systein mutual information. We again notice that the optimal power adaptation
technique significantly outperforms the fixed relay power allocation for weak direct
links. Morcover, when the capacity of the direct link becomes important, the relay
dccreases its transmit power and the system reduces the power consumption as

shown in Fig. 4.4.

4.5 Conclusion

In this chapter, we showed that the relay could adapt its transmit power in time,
when it has full CSI (the instantancous channel state and the gain PDF) know-
ledge, to maximize the mutual information. We have also proposed an algorithm to
obtain the exact optimal transmit power for discrete channcls distribution. Ana-

lytical results show the interesting gain provided by the optimal power adaption
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Figurc 4.4: The rclay power consumption versus Jgp
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technique in terms of mutual information and relay power consumption.



CONCLUSION

In this thesis, we analyze the performance of full-duplex relay channel under the
constraint of null self-interference power. In the first chapter, we introduce MIMO
systems and some basic concepts of information theory. Then, we show how MIMO
technology can be used to climinate the sclf-interference at a full-duplex node and
thus it makes possible full-duplex communication. We also presented the full-
duplex relay channel as a promising technology that has the ability to assist the

transmission of others nodes without spectrum cfficiency loss.

We consider in this thesis full-duplex rclay channel under the constraint of null
sclf-interference power. We analyze the system performance with instantancous
CSI as our first contribution presented in the second chapter. We first provide
the capacity of the full-duplex degraded relay channel with instantancous CSI at
the source and the relay. We found that the capacity can be achieved using the
QR decomposition at the rclay. We sccond derive the explicit form of the mutual
information of full-duplex decode-and-forward relay channel under the constraint
of null sclf-interference power. We found that the maximum mutual information of
full-duplex relay channel with three-antenna relay is twice the onc of half-duplex
relay channel with single-antenna relay when the channel state follows Rayleigh

distribution.

In the third chapter, we propose as our second contribution two transmission
schemes based on Alamouti encoding that address the problem of the direct
link interference. Nurnerical results show that the performance of the first pro-

posed scheme, named FDAE, increases as the relay processing delay decrcases.
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It achieves ncar-optimal performance only at low processing delay. The second
proposed scheme, named modified FDAE, achicves always near maximum mu-
tual information independently of the processing delay. However, FDAE scheme

outperforms MFDAE at low processing dclay.

At the fourth chapter, we consider full-duplex relay system with full-channel side
information at the relay. We show, as our third contribution, that the relay could
adapt its transmit power in time, when it has full CSI, to achieve the maximum
mutual information. We also proposc an cfficient algorithm to obtain the exact op-
timal solution for the important casc of discrete channel states. Analytical results
showed the significant gains provided by the optimal power adaptation technique

in terms of mutual information and relay power consumption.

Future works

In this thesis, we analyzed the performance of full-duplex relay channel under the
constraint of null self-interference power. However, we considered single-antenna
source, singlc-antenna destination and threc-antcuna relay. The general case of
multi-antenna source, multi-antenna destination and multi-antenna relay still un-
discovered and our given results may be extended to this more general scenario. We
also proposed transmission schemes that achieve near maximum mutual informa-
tion. Thus, it is still interesting to give the transmission scheme that achicves the
maximum mutual information. We have analyzed theoretically the performance
of full-duplex relay channels which achicve approximately twice the maximum
mutual information of half-duplex relay channels. The next step is to design full-
duplex relay channel and to implement the proposed schemes on software defined
radio such as Universal Software Radio Peripheral (USRP). Furthermore, in this

thesis, we considered that full CSI is only available at the relay, but investigating
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the maximum mutual information and how to achieve it when full CSI is avai-
lable at both the source and the relay is interesting. A joint optimization problem
should be then reformulated and the joint optimal power distribution should be

derived.






APPENDIX A

Let denote by q; and q, the column vectors of Q = & . Q is an unitary matrix
q.
and hence q; and q, are orthogonal and ||q,|| = ||a;]| = 1. The channel vector

vector hpp can be thus decomposed into a parallel component and a perpendicular

component to q, as follow :

hrp = hlypa} + hipal. (A.1)
Moreover, we have
* hR
G=-HQ = (ai ) (A.2)
hrp

which gives Ggor = hppqj; = hyw.

We may thus use [Appendix A, (Chraiti et al., 2013b)| to provide that

|Gqnl* ~ T(vap, 1). (A.3)







BIBLIOGRAPHY

Alamouti, S. (1998). A simple transmit diversity technique for wireless communi-

cations. IEEE J. Sel. Areas Commun., 16(8) :1451 -1458.

Boyd, S. and Vandenberghe, L. (2004). "Convezr Optimization". Cambridge Uni-

versity Press.

Caire, G. and Shamai, S. (2001). On achicvable rates in a multi-antenna Gaussian
broadcast channcl. In Proc. IEEE International Symposium on Information

Theory (ISIT), page 147.

Caire, G. and Shamai, S. (2003). On the achicvable throughput of a multiantenna
gaussian broadcast channel. IEEE Trans. Inf. Theory, 49(7) :1691-1706.

Choi, J. L., Jain, M., Srinivasan, K., Levis, P., and Katti, S. (2010). Achicving
single channel, full duplex wircless communication. In Proceedings of the Siz-
teenth Annual International Conference on Mobile Computing and Networking,

MobiCom '10, pages 1-12.

Chraiti, M., Ajib, W., and Frigon, J.-F. (2013a). Distributed Alamouti full-duplex
relaying scheme with direct link. In Proc. IEEE Global Telecommunications

Conf. (GLOBECOM), pages 1-5.

Chraiti, M., Ajib, W., and Frigon, J.-F. (2014a). On the performance of full-duplex

rclaying with sclf-interference avoidance. IEEE Trans. Wireless Commun.

Chraiti, M., Ajib, W., and Frigon, J.-F. (2014b). Optinal long-term power adap-
tion for cooperative DF rclaying. IEEE Wireless Commun. Lett., pages 1-4.



72

Chraiti, M., Hakim, H.; Ajib, W., and Boujemaa, H. (2013b). Spectrum sha-
ring techniques for broadcast cognitive radio networks. IEEE Trans. Wireless

Commun., 12(11) :5880-5888.

Cover, T. and Gamal, A. (1979). Capacity thcorems for the relay channel. IEEE
Trans. Inf. Theory, 25(5) :572-584.

Foschini, G. J. (1996). Laycred space-time architecture for wircless communication
in a fading environment when using multiclement antennas. Bell Labs Tech. J.,

pages 41-59.

Gastpar, M. (2007). On capacity under receive and spatial spectrum-sharing

constraints. IEEE Trans. Inf. Theory, 53(2) :471-487.

Gastpar, M. and Vetterli, M. (2002). On the capacity of wircless nctworks : the
rclay case. In Pro. IEEE INFOCOM.

Gatzianas, M., Georgiadis, L., and Karagiannidis, G. (2007a). Gain adaptation
policies for dual-hop nonregenerative relayed systems. IEEE Trans. Commun.,

55(8) :1472-1477.

Gatzianas, M., Georgiadis, L., and Karagiannidis, G. (2007b). Gain adaptation
policies for dual-hop nonregenerative relayed systems. IEEE Trans. Commun.,

55(8) :1472-1477.

Gesbert, D., Shafi, M., shan Shiu, D., Smith, P., and Naguib, A. (2003). From
theory to practice : an overview of mimo space-time coded wircless systems.

IEEE J. Sel. Areas Commun., 21(3) :281-302.

Goldsmith, A. and Varaiya, P. (1997). Capacity of fading channcls with channecl
side information. IEEE Trans. Inf. Theory, 43(6) :1986-1992.



73

Gupta, P. and Kumar, P. (2000). The capacity of wircless networks. IEEE Trans.
Inf. Theory, 46(2) :388-404.

Host-Madsen, A. and Zhang, J. (2005). Capacity bounds and power allocation for
wircless relay channcls. IEEE Trans. Inf. Theory, 51(6) :2020-2040.

Jacob, W. (1964). "Coding theorems of information theory". Springer-Verlag.

Jain, M., Choi, J. L., Kim, T., Bharadia, D., Scth, S., Srinivasan, K., Levis, P.,
Katti, S., and Sinha, P. (2011). Practical, rcal-time, full duplex wircless. In
Proceedings of the 17th Annual International Conference on Mobile Computing

and Networking, MobiCom ’11, pages 301-312.

Jindal, N., Vishwanath, S., and Goldsmith, A. (2004). On the duality of gaussian
multiple-access and broadcast channcls. IEEE Trans. Inf. Theory, 50(5) :768-
783.

Kang, Y. Y. and Cho, J. H. (2009). Capacity of MIMO wircless channel with full-
duplex amplify-and-forward relay. In Proc. IEEE Personal, Indoor and Mobile
Radio Commun. (PIMRC), pages 117-121.

Krikidis, I. and Surawcera, H. (2013). Full-duplex cooperative diversity with Ala-
mouti space-time code. IEEE Wireless Commun. Let., 2(5) :519-522.

Kwon, T., Lim, S., Choi, S., and Hong, D. (2010). Optimal duplex mode for DF re-
lay in terms of the outage probability. IEEE Trans. Veh. Technol., 59(7) :3628-
3634.

Lancman, J., Tse, D., and Wornell, G. W. (2004). Cooperative diversity in wircless
nctworks : Efficient protocols and outage behavior. IEEE Trans. Inf. Theory,
50(12) :3062-3080.




74

Meculen, E. C. V. D. (1971). Three-terminal communication channels. Advances

in Applied Probability, 3(1) :120-154.

Pabst, R., Walke, B., Schultz, D., Herhold, P., Yanikomeroglu, H., Mukherjce, S.,
Viswanathan, H., Lott, M., Zirwas, W., Dohler, M., Aghvami, H., Falconer, D.,
and Fettweis, G. (2004a). Relay-based deployment concepts for wireless and
mobile broadband radio. IEEE Commun. Mag., 42(9) :80-89.

Pabst, R., Walke, B. H., Schultz, D., Herhold, P., Yanikomeroglu, H., Mukherjee,
S., Viswanathan, H., Lott, M., Zirwas, W., Dohler, M., Aghvami, H., Falconer,
D., and Fettweis, G. (2004b). Relay-based deployment concepts for wircless and
mobile broadband radio. IEEE Commun. Mag., 42(9) :80-89.

Riihonen, T., Werner, S., and Wichman, R. (2009). Comparison of full-duplex
and half-duplex modes with a fixed amplify-and-forward relay. In Proc. IEEE
Wireless Commun. and Networking Conf. (WCNC), pages 1-5.

Riihonen, T., Werner, S., and Wichman, R. (2010). Residual sclf-interference in
full-duplex MIMO relays after null-space projection and cancellation. In Proc.

IEEFE Asilomar Conference on Signals, Systems and Computers (ASILOMAR).

Riihonen, T., Werner, S., and Wichman, R. (2011). Mitigation of loopback
sclf-interference in full-duplex MIMO relays. IEEE Trans. Signal Process.,
59(12) :5983-5993.

Rodriguez, L., Tran, N., Helmy, A., and Le-Ngoce, T. (2013). Optimal power
adaptation for cooperative AF relaying with channel side information. IEEE

Trans. Veh. Technol., 62(7) :3164-3174.

Scnaratne, D. and Tellambura, C. (2011). Beamforming for space division du-

plexing. In Proc. IEEFE International Conf. on Commun. (ICC), pages 1-5.



Sendonaris, A., Erkip, E., and Aazhang, B. (2003). Uscr coopcration diversity.
part I & II. IEEE Trans. Commun., 51(11) :1939-1948.

Simoens, S., Munoz-Mcdina, O., Vidal, J., and del Coso, A. (2009). On the
Gaussian MIMO rclay channel with full channcl state information. IEEE Trans.
Signal Process., 57(9) :3588-3599.

Surawcera, H., Krikidis, I., and Yuen, C. (2013). Antcnna sclection in the full-

duplex multi-antenna rclay channel. In Proc. IEEE International Conf. on

Commun. (ICC).

Tarokh, V., Jafarkhani, H., and Calderbank, A. (1999). Space-time block coding
for wircless communications : performance results. IEEE J. Sel. Areas Com-

mun., 17(3) :451-460.

Telatar, I. E. (1999). Capacity of multi-antcnna Gaussian channcls. Furopean

Transactions on Telecommunications, 10 :585-595.

Tse, D. and Viswanath, P. (2005). "Fundamentals of Wireless Communications”.

Cambridge University Press.

Tse, D., Viswanath, P., and Zheng, L. (2004). Diversity-multiplexing tradeoff in
multiple-access channcls. IEEE Trans. Inf. Theory, 50(9) :1859-1874.

Viswanath, P. and Tse, D. (2003). Sum capacity of the vector gaussian broadcast
channcl and uplink-downlink duality. IEEE Trans. Inf. Theory, 49(8) :1912-
1921.

Wang, B., Zhang, J., and Host-Madscn, A. (2005). On the capacity of MIMO
rclay channels. IEEE Trans. Inf. Theory, 51(1) :29-43.

Weingarten, H., Steinberg, Y., and Shamai, S. (2006). The capacity region of the




76

Gaussian multiple-input multiple-output broadcast channel. IEEE Trans. Inf.
Theory, 52(9) :3936-3964.

Wu, H., Qiao, C., De¢, S., and Tonguz, O. (2001). Integrated cellular and ad hoc
relaying systems : icar. IEEE J. Sel. Arcas Commun., 19(10) :2105-2115.

Yu, W. and Cioffi, J. (2004). Sum capacity of gaussian vector broadcast channcls.
IEEE Trans. Inf. Theory, 50(9) :1875-1892.



