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RÉSUMÉ 

Cette étude modéli se l 'écoulement instantané du manteau terrestre en utili sant le code 
source ouvert ASPECT. Elle examine surtout l'impact des variations latérales de vis­
cosité sur l'écoulement mantellique et sur la topographie dynamique de la surface. 

On utilise le profil de viscosité 'V2 ' de Mitrovica et Forte (2004) , qui ne varie qu 'en 
fonction de la profondeur. La composante latérale de la viscosité est calculée en sup­
posant qu 'elle dépend de la température selon une loi de type Arrhenius. Les variations 
de température viennent du modèle de tomographie sismique GyPSuM, qui intègre des 
données géodynamiques et des résultats d 'expériences en physique des minéraux (Sim­
mons et al., 2010). Les comparaisons entre des résultats obtenus par GyPSuM et par 
S40RTS, autre modèle de tomographie sismique de Ritsema et al. (2011), confirment 
que des vitesses des ondes de cisaillement ne suffi sent pas pour résoudre la structure 
complexe du manteau terrestre. 

De façon général, on trouve que les variations latérales de viscosité augmentent la 
vigueur de 1 'écoulement du manteau et atténuent la topographie dynamique de la sur­
face. On cherche à varier l'amplitude des variations latérales de viscosité, mais la réso­
lution numérique de ASPECT a du mal à converger même pour les variations modeste. 
On abordera des solutions et des orientations possibles pour des travaux futurs . 

Mots clés: convection mantellique, rhéologie du manteau , viscosité, topographie dy­
namique, tomographie sismique 



ABSTRACT 

The open-source code ASPECT is used to model the impact of lateral viscosity varia­
tions on instantaneous mantle flow and dynamic topography. 

The initial viscosity follows the geodynamically inferred 'V2' profile of Mitrovica and 
Forte (2004) which varies with depth alone. The lateral component of the viscosity 
is computed assuming an Arrhenius-type temperature dependence, with the perturbed 
temperature field given by the seismic tomography mode! GyPSuM, which unique! y in­
corporates data from geodynamic observations and mjneral physics experiments (Sim­
mons et al., 2010). Comparisons between GyPSuM and the S40RTS seismic tomogra­
phy mode! of Ritsema et al. (20 Il) confirms earlier findings that shear-wave velocities 
alone are not sufficient to characterise the complex, three-dimensional heterogeneities 
of the Earth' s mantle. 

In general, lateral viscosity variations are found to increase the vigour of mantle flow 
and to moderate the amplitude of dynamic topography. Different amplitudes are also 
investigated, but the ASPECT numerical sol ver demonstrates convergence problems be­
yond modest lateral viscosity contrasts. Possible solutions and directions for future 
work are discussed . 

Keywords: mantle convection, mantle rheology, viscosity, dynmruc topography, seis­
mic tomography 



INTRODUCTION 

Viscosity is a key parameter in the study of thermal convection in the Earth 's mantle. 

The present study seeks to investigate mantle viscosity using the tools of computa­

tional geodynamics, and specifically will examine the significance of lateral variations 

of viscosity in global simulations of mantle convection. The first chapter will develop 

a theoretical foundation to guide the chapters that follow, underlining the complex rhe­

ology of the mantle and introducing the mathematical equations that govern thermal 

convection. 

To provide more specifie context for this work, the second chapter will review past 

literature on the subject of lateral viscosity variations (LVV). We can infer from seis­

mic data, convection-related observables, and mineral physics experiments that mantle 

rheology varies significantly not only with depth, but also laterally (e.g ., Forte et al., 

201 0). Large LVV spanning three or more orders of magnitude are necessary to account 

for stiff cratons and weak plate boundary zones in the lithosphere (e.g., Ghosh et al., 

201 0). Mantle flow models that incorporate LVV can also predict sei smic anisotropy 

(e.g. , Becker et al., 2008) . It can be numerically challenging to implement LVV in the 

whole mantle, but comprehensive models should incorporate LVV on principle, as re­

ali stic mantle flow cannat be generated in their absence (e.g., Rogozhina, 2008; Forte 

et al., 2015) . 

The third chapter will present an overview of computational geodynamics, focusing 

mainly on the finite element method employed by ASPECT, or Advanced Solver for 

Problems in Earth 's ConvecTion (Kronbichler et al. , 2012), the open-source mantl e 

convection code used for thi s study. The methods and results of the numerical madel 
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will be presented in the fo urth chapter, with an emphasis on how mantl e fl ow and 

dynamic surface topography change when LVV are taken into account. F inall y, the 

conclusion w ill review important hi ghli ghts fro m thi s work and propose directions for 

future research. 



CHAPTER 1 

AN OVERVIEW OF MANTLE DYNAMICS 

1.1 Hi storical background 

The puzzle-piece match between West Africa and the east coast of South America pro­

pelled a few intrepid scienti sts towards the theory of continental dri ft in the earl y 20th 

century. Chief among them were Frank Bursley Taylor and Alfred Wegener, the latter 

of whom published an entire book on the subject in 19 15. However, Wegener's ideas 

were widely panned by the scientific community. Criticall y, he had fail ed to provide 

a plausible mechanism that could dri ve these proposed surface movements (Schubert 

et al. , 2004). Continental drift remained a fringe theory until it was revived by a grow­

ing body of evidence, including the di scovery of a rift on the Mid-Atl antic Ridge by 

Marie Tharp in the 1950s (Barton, 2002). 

Tharp 's coll aborator Bruce Heezen inferred that the Mid-Atlantic Ridge was an ex­

tensional structure and concluded that the Earth must be gaining volume over time 

(Davies , 2000). Dietz (196 1) and Hess (1962) generally accepted the fi rst premise 

but rejected the notion of an expanding Earth . Both proposed independentl y that new 

crustal materi al is fo rmed at spreading ocean ridges, and that deep ocean trenches are 

areas of crustal convergence where the Earth 's surface a rea may be !ost, a process la ter 

identi fied as subduction. Direct ev idence of seafl oor spreading was identified by Vine 

and Matthews (1963) and Morley and Laroche! le ( 1964), who correctly interpreted the 
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magneti c stripes observed running pm·a ll el to ocean ridges as reversais in the polarity of 

the Earth 's magnetic fi e ld over time. Emergent oceani c crust acquires thermoremanent 

magnetisation as it cools in the presence of the Earth 's magnetic fie ld and can preserve 

a record of the magnetic field di rection while moving away fro m the spreading ridge 

over time. Continental drift, seaft oor spreading, and subducti on were combined into 

a unifi ed model of global plate tectoni cs by the late 1960s, with significant contribu­

tions from Tuzo Wil son (Schubert et al. , 2004). However, plate tectoni cs is a ldnematic 

mode) and cannot account fo r the driving fo rce that was missing from Wegener's de­

scription of continental dri ft. 

Dietz and Hess had both proposed large-scale thermal convection cell s in the mantle as 

providing the motive fo rce behind seaft oor spreading. Tozer (1965) argued that mantle 

convection is inev itable due to the strong temperature dependence of sili cate rheology, 

and Turcotte and Oxburgh (1967) related plate tectonics and mantle convection through 

a simple convecti on mode] in which the lithosphere was conceived as an upper thermal 

boundary layer that could travel along the top of a convection cell before descend­

ing. Mantle convection has since been recogni sed as the driving mechanism behind the 

Earth 's hori zontal surface moti ons: cold materi al subducts and sinks, while hot mate­

ri al ri ses from the mantl e to form fresh crust on the ocean ftoor. In Wegener's time, the 

mantle was still considered too ri gid to permi t thermal convection, but shortly after the 

Mid-Atlantic Ridge was di scovered, spreading of the ocean ft oor was also confi rmed. 

The continental puzzle pieces had indeed been driven apart. 

Though impossible to observe directly, the dynamic mantle expresses itself clearl y 

through surface processes and other measurable phenomena, such as the geoid-an 

equipotenti al surface that undulates according to gravity perturbati ons across the globe, 

revealing info rmation about the heterogeneous structure and composi tion of the solid 

Earth below. Glacial isostati c adj ustment, or the ongoing relaxati on of surface bulges 

and depressions fo rmed under the weight of massive ice sheets during the Las t Glacial 
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Maximum , provides further evidence of a non-rigid mantle. 

The mantle is not a rigid body, but neither can it be described as having a true elastic 

response to applied stresses. Instead, the deformation of mantle rocks can be charac­

terised as mainly elastic or viscous depending on the time scale of the applied stress: 

a property termed viscoelasticity. The following sections will explore thi s dual nature 

more thoroughly and present the physical and rheological laws that govern the long­

term dynamics of the Earth 's mantle. 

1.2 Mantle rheology 

Rheology describes the flow and deformation of a viscous material. The mantle is vis­

coelastic, responding in an elastic or viscous manner depending on the time scale of an 

applied stress . For deformations occurring on short to intermediate ti me scales, anelas­

tic (nearly elastic) processes dominate. This applies to seismic waves , free oscillations 

of the Earth, body tides, and the Chandler wobble. On time scales in excess of a few 

hundred years, the solid Earth exhibits fluid behaviour, giving ri se to mantle convection 

and related geodynamic processes. 

Viscoelastic material s are sometimes described as Maxwelljluids, and the characteristic 

time that separates anelastic deformation and viscous creep behaviour is referred to as 

the Maxwell tùne, given by the following: 

( 1.1 ) 

where Tf is the long-term viscosity and I-L is the elastic modulus of ri gidity. Average val­

ues for the Earth 's mantle are Tf = 1021 P a · s and I-L = 100 GPa, which together give 

Trn ;::::::; 300 years. The transition time range is poorly understood, but ample geophysical 

evidence exists to support the short-term anelastic and long-term viscous comportment 

of mantle rocks (Forte, 2014). 
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1.2. 1 Geophysical evidence for short-term elastic behaviour 

Seismic waves provide a clear illustration of the solid Earth as an anelastic body. Body 

waves propagate through the mantle with only a small amount of energy loss, indi­

cating travel through an imperfect elastic medium rather than a ftuid. In particular, 

shear waves would not be able to propagate through the mantle at ali if it did not have 

sufficient shear strength. Small energy attenuations, in which seismic waves Jose vi­

brational energy as heat, nonetheless reveal something of the viscous character of the 

Earth (Karato, 2003). This energy di ssipation may be characterised by a " transient" 

viscosity (Anderson and Minster, 1979). Body waves have very short periods, typically 

ranging from milliseconds to about a minute. 

Earthquakes can also trigger the whole planet to vibrate like a struck bell , exciting the 

free oscilllations of the Earth . Just as a vibrating string can be described in terms of its 

characteristic normal modes, the displacement of the solid Earth can be represented as 

the sum of one or more natural modes of vibration. Spheroidal modes describe radial 

displacements inwards or outwards, while torsional modes represent di splacements par­

alle! to the surface. Different free-oscillation modes of the Earth have been measured 

with periods as short as just a few minutes and up to nearly one hour (Benioff et al. , 

1961 ). These measurements con·espond to elasto-gravitational deformation that would 

not be physically possible if the sol id Earth behaved like a fluid on thi s time scale. 

On a slightly longer time scale, the solid Earth experiences body tides under the gravi­

tatiana! influence of the Sun and Moon. Thi s deformation would not occur if the Earth 

were completely rigid, and it would be much more pronounced if the solid Earth were 

fluid. Body tides are also an elasto-gravitational deformation . Although numerous dif­

ferent periods exist, the principal tides are semi-diurnal, with periods of approximately 
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12 hours; and diurnal, with periods of approximately 24 hours (Melchior, 1966). 

The Chandler wobble, a free nutation of the Earth, provides further support of the 

mantle 's anelastic behaviour on an intermediate time scale. The Chandler wobble is a 

principal component of polar wander and results from an uneven di stribution of mass 

th at di splaces Earth 's instantaneous rotational axis (Lowrie, 2007). The calculated pe­

riod of this nutation is only about 305 days for an unyielding rigid-body Earth, while 

the observed Chandler wobble has T rv 435 days. However, taking anelastic deforma­

tion into consideration together with surface oceans and a fluid outer core, calculated 

values are brought into close agreement with the observed period (Anderson and Min­

ster, 1979). 

1.2.2 Geophysical evidence for long-term viscous behaviour 

When stresses are applied over geological time scales, the mantle appears to behave in 

a purely viscous manner. Sorne examples are continental drift driven by mantle convec­

tion, and postglacial rebound in formerly glaciated regions. Other supporting evidence 

includes crustal isostasy and the agreement between the hydrostatic ellipticity of a ro­

tating liquid and the flattening of the rotating Earth. This behaviour is characterised by 

a long-term or "steady-state" viscosity. 

On millennial time scales, we can observe glacial isostatic adjustment (GIA): ongo­

ing uplift and subsidence of the Earth 's surface in response to the retreat and even tuai 

di sappearance of mass ive ice sheets since the end of the Last Glacial Maximum. Both 

the Laurentide and Fennoscandian ice sheets totally melted between 6,000 and 8,000 

years ago and are a rich source of GIA data. In 1935, Norman Haskell was the first to 

estimate average mantle viscosity based on his analysis of Fennoscandian uplift. His 

estimate of about 102 1 P a · s has endured , even being reproduced through joint inver-
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sions of Laurentide uplift data and other geophysical constraints (Mitrovica and Forte, 

2004). This behaviour should not be confused with elastic deformation, which is com­

pletely recoverable. Here, when the glacial Joad is removed, buoyancy forces return the 

surface to equilibrium, but any deformation incurred by steady-state creep is permanent 

and can never be "reversed" in the thermodynamic sense (Van der Wal , 2009). 

Thermal convection in the Earth 's mantle occurs on even longer time scales , ranging 

from millions to hundreds of millions of years, and gives ri se to the horizontal di splace­

ment of the Earth 's tectonic plates and the associated phenomenon of continental drift. 

These surface motions have traditionally been inferred from paleomagnetic data, but 

GPS satellites can now provide direct measurements of plate velocities as weil. Esti­

mates of surface plate velocities from geologie and geodetic data sets are remarkably 

similar (Forte, 2014). 

Gravity measurements have led to a few different results which further suggest a vis­

cous mantle. By the 17th century, pendulums were being used to measure gravity 

anomalies across the world , leading scientists to believe that the Earth was not a perfect 

sphere, but an ellipsoid. Isaac Newton postulated in hi s Principia Mathematica that 

the Earth was an oblate spheroid , or ftattened rather than football-shaped. One of hi s 

devotees, Alexis-Claude Clairaut, partook in an expedition to Lapland and developed 

his now-famous theorem to prove Newton 's the01·y. Clairaut determined that, for a ro­

tating ftuid at equilibrium, the hydrostatic ftattening is proportional to the square of the 

diurnal rotation rate. The present-day ellipticity of the Earth is remarkably similar to 

Clairaut 's predictions for a rotating ftuid , providing further evidence of the mantle 's 

long- term fluid character (Forte, 2014). 

The concept of crustal buoyancy, or isostasy, arose from studies of the low grav ita­

tional signais associated with hi gh topography. ln 1855, John Henry Pratt conducted 

a gravitational survey of the Himalayas and confirmed earlier findings that a plumb-
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Figure 1 .1: An illustration of isostati c compensation from Sheehan et al. ( 1995). The 

top secti on represents the positive topography of the Rocky Mountains, and the thick 

black line below represents the negative observed grav ity anomaly. The various dotted 

li nes represent the predicted gravity anomaly for different models of isostatic compen-

sation. 

bob deviated far Jess from vertical than expected, given estimates of the excess mass 

represented by the mountains (Lowrie, 2007). Continental crustal rocks are Jess dense 

than mantle rocks, but a mountain range sitting fl at on a solid mantle would nonetheless 

create a positive gravity anomaly re lative to lower-lying regions. However, low grav i­

tati a na) signais suggest that continents ft oat on the mantle like an iceberg at sea, with 

deep roots di splacing the SUITounding mantle materi al. This di spl acement of denser 

materi al resul ts in an overall deficit of mass and corresponding low-grav ity anomal y, as 
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shown in Figure 1.1 . For a more nuanced di scussion of isostasy, the reader is referred 

to Lowri e (2007). 

Grav ity anomalies assoc iated with density heterogeneiti es in the deep mantle can simi­

larl y indicate long- term fl ow. For example, seismicall y fas t reg ions below Pacifie sub­

duction zones produce negati ve grav ity anomalies at the surface, despite being asso­

ciated with accumulations of cold slabs. Slabs are compositionall y similar to mantle 

rocks but are denser by virtue of being colder, permitting them to subduct (McKenzie 

et al. , 1974). Intuitively, the presence of pos itive density anomalies should produce 

positive grav ity anomali es; however, in a convecting mantle, descending slabs are op-

posed by fl ow- induced dynamic topography which can result in overall negative gravity 

anomalies (Forte et al. , 20 15). 

1.2.3 Microphysical explanati on 

The prev ious examples clearly illustrate the mantl e's abili ty to fl ow over geological 

time peri ods. Mineral physics provides an explanati on fo r thi s long-term viscous be­

haviour: mantle rocks naturally contain atomic-scale defects in their crystalline struc­

ture, allowing dynamic processes like creep to occur under conditions of constant stress 

and elevated temperature. When these conditions are maintained fo r a suffic iently long 

time, the mantl e achieves steady-state fl ow characteri sed by an effective viscosity f1 

(Forte, 2014): 

( 1.2) 

where A is a dimensional constant, d is the effective grain size of mantl e minerais, 

T = J T;jTij is the square root of the second invari ant of the deviatori c stress fi eld 

(see Secti on 1.3. 1 ), k is Boltzmann 's constant, T is the temperature, 6.E is the creep 

ac tivati on energy, P is the total pressure, and 6. V is the creep activati on volume. The 

exponents m and n describe the sensitivity to grain size and stress, respecti vely. 
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Diffusion creep occurs at relatively low stress levels, small grain size, or both . This 

type of deformati on results in di ffusive mass transport between grain boundari es of 

mantl e rocks, and the strain rate increases linearl y with stress and depends signifi cantl y 

on grain size (Karato and Wu, 1993). ln terms of Equati on 1.2, the effecti ve viscosity 

does not depend on stress (n = 0) wh ile the grain-size sensitivity ex ponent m generall y 

ranges from 2 to 3. 

Dislocation creep occurs under conditions of high stress, large grain size, or both , and 

is also referred to as power-law creep due to the nonlinear relationship between stress 

and strain rate (Karato and Wu, 1993). Here, the effective viscos ity depends on stress 

(n '"" 3) but not grain size (m = 0). This deformation results in the lattice-preferred ori ­

entati on of minerais, and thus seismic ani sotropy as weil. This regime likely dominates 

in the shallow upper mantl e. 

Olivine and other mantle minerais have been studied extensively in laboratory defor­

mati on experiments in order to determine the rheology of the Earth 's mantle. However, 

these results must be extrapolated to the irreproducible conditi ons of the mantl e, where 

creep occurs on much longer time scales and at much Jower stresses. The validi ty of 

such extrapolati ons is not clear (Karato, 2010). Olivine fl ow Jaws (e.g., Korenaga and 

Karato, 2008) are nevertheless used in many geodynamic models. 

1.3 Mathematical background 

The mantl e can receive the same mathemati cal treatment as a fluid , owing to its Iiq­

uid comportment over geological time. Different problems may cali fo r di fferent ap­

proaches, but the mantl e as a whole is typicall y treated as a viscous Newtoni an fluid in 

numerical simulations of thermal convecti on. 
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1.3. 1 Governing equations 

The fundamental equations of ftuid dynamics are derived from the princip les of conser­

vation of mass, energy, and momentum (Landau and Lifshitz, 1987). The problem of 

mantle convection additionally requires an equation of state relating the density totem­

perature and pressure and a rheological description relating the stress and strain rate. 

The latter has already been described by Equation 1.2 in terms of the mantle 's effective 

viscosity. 

Considering an infinitesimal volume, conservation of mass implies that the rate of 

change of mass in the volume must be equal and opposite to the mass lost through 

flow: 
op 
- + V . (pu )= 0 at 

where p is the density and u is the flow velocity. 

( 1.3) 

Next, conservation of energy implies that the rate of change of energy must be equal to 

the rate of heat production Jess the rates of heat Joss through convection and conduction. 

This gives the temperature equation: 

aT dp 
PCp 7fi = Q + <P +aT dt - pcpu · V T- V. ( -kVT) (1.4) 

where cP is the specifie heat capacity, T is the temperature, Q is the rate of internai 

heat production , <P represents frictional heat di ssipation , a Tc;z: corresponds to ad iabatic 

compression of material with a being the thermal expansion coefficient, and k is the 

thermal conductivity. 

Finally, conservation of momentum implies that the rate of change of momentum must 

be equal to ali forces acting on a g iven volume of the ftuid mantle, namely surface 

forces (aris ing from vi scous stresses) and body forces (due to gravity): 

du 
p- = v 0 (j + pg 

dt 
(1.5) 
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where a is the stress tensor and g is the grav ity vector. This equation is simply New­

ton 's second law of motion . 

The total stress tensor a is: 

a = -Pl + T ( 1.6) 

where P is the total pressure, I is the identity matrix , and T is the viscous or deviatoric 

stress tensor, which represents the non-hydrostatic component of stress. It is written in 

Einstein notation as: 

T = T.ij = 7] ( U i ,j + Uj ,i - ~dij Uk ,k) + Àdi.iUk ,k ( 1.7) 

where 77 is the effective vi scosity, 5 i.i is the identity tensor (i.e., 5ij = 1 for i = .J , and 

5ij = 0 for i # .J), and À is the second coefficient of viscosity. 

Equation 1.6 can be used to rewrite the stress divergence term in the conservation of 

momentum (Equation 1.5): 

du 
p- = (- V' p + V' · T) + pg 

dt 
(1.8) 

Conservation of mass and momentum can together describe the flow field , given an 

equation of state p(P, T): 

(1.9) 

where T1 = T - T0 is the three-dimensional temperature perturbations, I< - 1 is the 

compressibility of the mantle material , and P1 = P - P0 represents the 3-D pressure 

perturbations. The term p0 is a reference density given by the hydrostatic reference 

state of the mantle, where u = O. In thi s case, Equation 1.8 becomes: 

V' Po= Pog ( 1.1 0) 

where Po and p0 are the reference hydrostatic pressure and dens ity, respectively. Sub­

tracting thi s equilibrium state from Equation 1.5 , we obtain the dynamic equation of 



motion : 
du 

p- = - V (cSP) + v . T + (cSp) g 
dt 
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(1.11 ) 

where cSP and cSp represent pressure and density perturbations, respectively. The density 

perturbations cSp are determined from the equation of state (Equation 1.9) and therefore: 

( 1.1 2) 

The last term will be ignored as compressibility does not make first-order contributions. 

1.3.2 Simplifications to constitutive equations 

A number of simplications can be made to the governing equations of Section 1.3.1. 

First of ali , mantle convection occurs on a ti me scale many times longer than that of the 

local acoustic velocity. Thus, sound waves can be ruled out as possible solutions to the 

flow equations through the anelastic liquid approxùnation: 

V · (pu ) = 0 ( 1. 13) 

in which the term ~j has been ignored in the conservation of mass equation (Forte et al., 

20 15). Furthermore, it is assumed th at the density perturbations p1 ( r , e, cjJ ) do not make 

first-order contributions to the equations of conservation of mass and energy and can 

therefore be neglected . 

Similarly, the ti me derivative of velocity ~~ in the conservation of momentum equation 

may be neglected due to the very high viscosity of mantle rocks. This is the infinite 

Prandtl number approxùnation, a limit at which fluid motion occurs slowly enough to 

neglect inertial effects. 

The second viscosity coefficient À in the viscous stress tensor T ij describes the energy 

di ssipation associated with volume changes . Density changes ari si ng from mantle flow 

occur on time scales much longer than the relaxation time of processes which restore 



15 

thermal equilibrium, and the second viscosity coefficient À in Equation 1.7 can there­

fore be ignored (Landau and Lifshitz, 1987), rendering the viscous stress tensor entirely 

deviatoric: 
2 

T · · = rl (u · + U · · - - 6· U 1. k ) '·.7 '1 1,.7 J ,1 3 t J o; , 
(1.14) 

Furthermore, many numerical model s assume a linear Newtonian rheology for the 

whole mantle, meaning that the vi scosity rJ depends on temperature and pressure (or 

depth) but not stress or strain rate. This approach simplifies the solving process but 

fails to accurately represent areas where nonlinear rheology may be present, such as 

subduction zones and other high-stress regions. 

1.4 Presentation of the study 

The dynamic nature of the Earth 's mantle can be observed indirectly through its many 

expressions on the surface, such as tectonic plate motions and glacial isostatic adjust­

ment. Mantle convection is governed by rheological laws and the partial differentiai 

equations outlined in Section 1.3.1. The third chapter will di scuss the numerical meth­

ods used to solve these equations, with a heavy emphasis on ASPECT, a relatively new 

open-source code designed to solve thermal convection and similar mathematical prob-

lems. 

Thi s study will use ASP ECT to investigate the impact of lateral viscosity variations on 

numerical simulations of mantle convection, and particularly their impact on calcula­

tions of dynamic topography. Together with the non-hydrostatic geoid, dynamic sur­

face topography is one of the most important convection-related observables. Without 

mantle convection , the surface topography of the Earth would be entirely due to lateral 

variations in crustal thickness and density; in other words, to isostatic compensation of 

the crust. The direct contributions of mantl e convection can be infeJTed by subtracting 
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the isostatically compensated crustal signal from the total observed surface topography 

of the Earth . It is important to note that the accuracy of the resulting estimates depends 

entirely on the uncertainties present in the crustal mode!, which may be considerable. 



CHAPTER II 

LATERAL VARIATIONS IN MANTLE VISCOSITY: 

A LITERATURE REVIEW 

2.1 Introduction 

In 1687, Isaac Newton introduced the term defectus lubricitatis to describe the internai 

resistance of a fluid , which he proposed was "proportional to the velocity with which 

the parts of the fluid are separated from one another" (Newton, 1729). This describes, in 

the parlance of modern fluid dynamics, the linear stress-strain relation of a Newtonian 

fluid. At the time, Newton was mainly concerned with di sproving the physics of hi s 

predecessor, René Descartes, and specifically the vortex theory of planetary motions 

through a ftuid ether. One century later, the hydraulic engineer Pierre du Buat studied 

the temperature dependence of viscosity, but the concept was not full y formalised until 

1822, when Claude-Louis Navier introduced coefficients of viscosity into the equations 

offtuid motion (Jacobson, 1991). 

Vi scosity is a key parameter in the study of mantle convection, and inversions of geo­

physical data have indicated that the mantle's effective viscosity varies significantly 

with depth . The simplest numerical models assume an isoviscous mantle, but more re­

alistic estimates of viscosity can be determined and employed using modern computa­

tional methods. Two-layer viscosity profiles allow for a rheological di stinction between 

the upper and lower mantle, with a viscosity increase typically occurring near 670 km 
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depth. This coïncides with a seismic di scontinuity and major phase change from spinel 

to silicate perovskite, and while the viscosity increase could be due to a change in grain 

size, thi s increase has also been detected as deep as 1200 km (Schubert et al. , 2004). 

Changes around thi s depth could be related to a progressive "dewatering" of perovskite 

(Rudolph et al., 2015), the deformation behaviour of ferropericlase (Marquardt and 

Mi y agi , 20 15), or a different phenomenon entirely. These diverse possibilities speak to 

the extreme complexity of mantle rheology. 

More e laborate viscosity profiles have been determined through joint inversions of data 

from post-glacial rebound, mineral physics experiments, and convection-related ob­

servables (Mitrovica and Forte, 2004; Steinberger and Calderwood, 2006) . Generally, 

radi al viscosity profiles are constrained in the top rv 1000 km of the mantle by Haskell 's 

value of 1021 P a · s, a robust early estimate of average mantle viscosity based on 

Fennoscandian post-glacial uplift (Haskell, 1935). Lateral viscosity variations (LVV) 

have only recently received serious consideration , and different studies have reached 

contradictory conclusions as to their signi ficance and rel evan ce in numerical models. 

The present chapter will present an overview of literature concerning lateral viscosity 

variations in the Earth's mantle. 

2.2 Significance 

The effective viscosity of the mantle has only rarely been accorded three-dimensional 

treatment, often reduced to simple depth layers or even a single value. Lateral vis­

cosity variations are sometimes considered an unnecessary addition to global model s 

of mantle convection, not !east because their inclusion can dramatically increase sim­

ulation runtime and resource usage. There is also conflicting research as to whether 

convection-related observables can be adequately described in terms of a radial vi s­

cosity profile alone. Furthermore, constraints on mantle viscosity can be quite poor. 
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For instance, laboratory experi ments on rock deformation are limited, requiring sig­

nificant extrapolations to mantle conditions and generating large uncertainties in the 

process (Karato, 201 0). Olivine, the most abundant and best-studied mineral of the 

upper mantle, remains so poorly constrained in terms of activation energy, activation 

volume, grain size, and water content asto allow for the vastly different constructions of 

upper-mantle viscosity, from essentiall y constant to linearly increasing in the shallow 

asthenosphere (King, 20 16). From this perspective, LVV certain ly do seem to make 

models unnecessari ly compli cated. 

On a local scale, laterall y homogeneous viscosity is often an unreali stic assumption , 

particularly a round subduction zones. LVV have also increasingly been investigated in 

the context of g lacial isostatic adjustment. Seismic tomography has indicated signifi­

cant heterogeneities in the mantle beneath East and West Antarctica, which Kaufmann 

et al. (2005) proposed as a large temperature-viscosity difference due to a deep cratonic 

root un der East Antarctica . Van der Wal et al. (20 15) fou nd that a 3D viscosity provides 

better fits to GPS uplift data and significantly affects the spatial pattern of uplift rate, 

and that low vi cosities ( < 1019 Pa · ) in the mantle below West Antarctica make it 

very sensitive to recent changes in ice thickness. 

Rogozhina (2008) has argued that, regard less of their apparent impact on the geoid and 

other observables, lateral viscosity variations are a necessary component of comprehen­

sive mantle flow model s. lt has been shown that on ly lateral viscosity variations can 

excite mantle flow in such a way as to generate the toroïdal component of surface plate 

motions (Forte et al., 2015). Spherically symmetric model s fai l to produce a toroïdal 

component s imilar in energy to the poloidal component of flow. 
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2.3 Treatment 

Earl y studies involving LVV were carried out al most exclusively in 20 Cartesian geom­

etry, and most numerical model s have neglected them entirely. The reader is referred 

to Moucha et al. (2007) and Rogozhina (2008) for an overview of these early investi­

gations. 

Relatively few studies have explored LVV in the who le mantle. Kaban et al. (20 14a) 

looked at the combined effect of whole-mantle LVV and weak plate boundaries (WPB). 

They found that both were necessary to explain certain features of the geoid and dy­

namic surface topography, but that the effect of WPB was more dominant by far. They 

cautioned that considering the effects of whole-mantle LVV or WPB separately could 

lead to enoneous results. 

On the other hand , Moucha et al. (2007) found little effect from LVV on dynamic 

topography and the geoid, especially compared to uncertainties in published seismic 

tomography model s. Austermann et al. (20 15) fou nd an impact on dynamic topography 

due to LVV, but only in terms of change over time. Neither of these studies considered 

WPB , although the latter employed a rigid (no-s lip) surface boundary condition, which 

is locally valid for Antarctica. 

Most studies have modelled LVV assuming that an Arrhenius-type temperature depen­

dence is dominant. Ghosh et al. (20 1 0) investigated LVV using two methods: assigning 

specifie viscosity contrasts to tectonic regions , and calculating a temperature depen­

dence given by : 

TJ = TJa · exp (E · 6.T ) (2. 1) 

where TJa is the reference viscosity, E is a parameter controlling the strength of the 

temperature dependence, and 6.T = Ta - T is the difference between the temperature 

and reference temperature Ta. They found that the pattern of dynamic topography was 
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unchanged, but that the magnitude was affected by as much as 20%. 

Petrunin et a l. (2013) modell ed LVV up to .......,5 orders of magnitude and fo und a strong 

effect on mantl e dynamics and the geo id . The authors obtained lateral temperature 

anomali es by applying a constant velocity-density scaling factor to the S40RTS seismic 

tomography mode! of Ritsema et al. (2011 ), and from there modell ed strong LVV using 

a homologous temperature approach: 

( 
T,n(T) ) 

'T!(T, e, cj; ) = Ao(T) exp E Ta(T) + 6T(T, e, cj; ) (2 .2) 

where the me lting temperature T,n was calculated using two diffe rent depth-dependent 

functions fo r the upper and lower mantle, Ta is the adiabatic temperature pro fil e, tem­

perature vari ati ons 6T were derived from density anomali es using a depth-dependent 

thermal expansion coeffi cient, E is a scaling parameter, and Ao(T) is a factor to keep 

the radial viscos ity constant. 

Ranalli (200 1) modelled LYV in the whole mantl e using lateral temperature variati ons 

from the sei smic tomography model of Su et al. ( 1994 ), assuming the fo llowing re lation 

between temperature anomalies 6.T and shear wave velocity v : 

(2.3) 

where the coeffi c ient of thermal expansion a had a depth-varying di stributi on. Assum-

ing a regime dominated by diffusio n creep and constant strain rate or constant viscous 

dissipation power-law creep, rather than by constant stress power-law creep, LVV were 

found to vary fro m one to four orders of magnitude, be ing more pronounced in the 

uppermost and lowermost mantle. 

Gli sov ié et al. (20 15) modelled grain size vari ability and fou nd that lateral vari ati ons 

in grain size attenuate LVY. This work res ulted in a new picture of LVV di stribu­

ti on through the who le mantle , whil e also revealing that tradi tional assumptio ns about 

temperature-dependent rheology in the lower mantl e may be incorrect. Assuming that 
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the upper mantle below 200 km could be modelled in terms of diffusion creep only, they 

used the experimentall y determined flow law for dry oli vine (Korenaga and Karato, 

2008): 
d'"' 

1JcL = At xp (- E,~~v,) (2.4) 

where d is the grain size, m 1 is a grain-size sensitivity exponent, A1 is a scaling con-

stant, E 1 and Vj are the activation energy and vol ume of dry olivine, p is the pressure, 

R is the ideal gas constant, and T is the temperature. The lower mantle was modelled 

in terms of vacancy diffusion for MgSi03 perovskite: 

kd2T 
1Jct= ---­

AXvVDpv 
(2.5) 

where k is Boltzmann's constant, A is a geometrical factor for modelling grain bound-

ary sliding, X v is the vacancy concentration, V is the molecular volume of perovskite, 

and Dpv is the effective diffusivity in perovskite that is controlled by Mg diffusion . 

Glisovié et al. (2015) varied the values of activation enthalpy for grain growth Hgr 

and for diffusion H. For Hg,) H ::; 1, they found complex LVV in the upper mantle 

and local regions of reduced viscosity in the middle lower mantle associated with hot 

upwellings . However, results from the Hg,·/ H = 1.5 mode! imply a counter-intuitive 

relationship between temperature and viscosity due to the strong effect of grain size. 

This mode! suggests that hot upwellings in the lower mantle could actuall y be stiffer 

than average due to larger grain sizes. Therefore, the traditional assumption of an 

Arrhenius-type temperature dependence for vacancy diffusion in the lower mantle may 

not be entirely valid . 

The rheological impact of grai n size and other microphysical parameters has also been 

investigated on a local scale. Barnhoorn et al. (20 1 1) used both diffusion and disloca­

tion flow laws for oli vine to mode! the upper mantle beneath Scandinavia and found 

LVV up to 3-4 orders of magnitude, mainly due to large temperature anomalies present 

in the thermal data sets that were used (Goes et al., 2000). Both di slocation and dif-
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fu sion creep were identified as active deformation mechani sms in the upper mantle 

beneath Scandinavia on the time scale of glacial isostatic adjustment, and their relative 

contributions were found to be sensitive to microstructural parameters like grain size, 

water content, and stress levels present during deformation. 

2.4 Conclusion 

The dynamic impact of lateral viscosity variations remains poorly understood. How­

ever, it has been shown that spherically symmetric model s are unable to produce a com­

prehensive picture of global mantle flow. In particular, LVV are necessary to excite the 

toroïdal component of mantl e flow (Forte et al. , 2015). To avoid inconect results, care 

must be taken to investigate possible interactions between LVV and other conditions 

such as weak plate margins (Kaban et al., 2014a). 

The spatial distribution of LVV also remains unclear, though strong lateral hetero­

geneities are implied in the upper mantle, particularly in the lithosphere. Mantle rhe­

ology depends strongly on temperature, pressure, strain rate, and grain s ize; but many 

studies have calculated LVV assuming a simple Arrhenius temperature dependence. 

Thi s could be a drastically inval id assumption for the lower mantl e in particular (Gii sovié 

et al., 20 15). Ranalli (200 1) has asserted th at rheology of the transition zone and lower 

mantle will remain highly speculative until more is known about average grain sizes 

and the pressure dependence of creep in gamet and perovskite. 

Direct modelling of LVV has been extremely limited until very recently. Continuing 

advances in high-performance computing and high-pressure mineral physics will en­

able ever more sophisticated numerical model s and move us towards the development 

of a more complete description of mantle rheology. 



CHAPTER III 

COMPUTATIONAL GEODYNAMICS 

3.1 Overview 

Though partial differentiai equations can sometimes be solved without numerical meth­

ods, those that govern mantle convection generally require them . The field of compu­

tational geodynamics began to emerge around 1970, with the earliest one-dimensional 

models giving way to a flurry of two-dimensional investigations of subduction , thermal 

convection, and other tapies (Gerya, 2010). The first three-dimensional mantle convec­

tion models appeared in the mid-to-Iate 1980s, and the field has since seen remarkable 

advances by virtue of increasing computing power. 

Various numerical techniques have been developed to solve partial differentiai equa­

tions, including finite difference, finite element, finite volume, and spectral methods 

(Schubert et al. , 2004). The equations described in Section 1.3. 1 apply to a con­

tinuum, or an infinite number of points, and thus present an infinite number of un­

known vari ables. Quas i-analytical solutions can be obtained through the spectral and 

pseudo-spectral methods, but most numerical techniques obtain an approximate solu­

tion through discretisation of the original equations, which reduces them to a di screte 

problem with a fini te number of unknowns (Johnson , 2009). 

Many different codes exist to solve the problem of mantle convection, but thi s chapter 
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will focus on the open-source code ASP ECT, beginning with a brief overview of the 

finite difference and finite element methods, then explaining the inner workings of As­

PECT while addressing its strengths as weil as its shortcomings. 

3.2 The finite difference method 

The fini te difference method ob tains a discrete problem by replacing derivatives in the 

original equations with differences computed between two discrete points . For instance, 

ô A 
ô x 

6A 
6 x 

(3.1) 

where 6A = A2 - A 1 is the difference in function A between two points , which on 

the x-axis are separated by a di stance 6 x = ::r;2 - x 1• Since the original derivative im­

plies an infinitesimal difference, shortening the distance between points .-r 1 and x 2 will 

increase the accuracy of the finite difference approximation (Gerya, 2010). The same 

approach can also approximate higher-order derivatives. In this way, partial differentiai 

equations are reduced to sets of linear equations of finite differences. These differences 

are calculated on a numerical mesh, which approximates the continuum with a finite 

number of points. The finite difference method typically uses a regular grid and solves 

the problem only at each nodal point; the method is thus ill-suited for problems involv­

ing complex geometry or boundary conditions, which motivated the development of 

other techniques. 

3.3 The finite element method 

The finite difference method attempts to solve the derivatives directly. By contrast, the 

finite element method (FEM) attempts to solve the integral form of a differentiai equa­

tion instead. The integral version is also known as the "weak formulation" because 

it allows for more potential solutions by relaxing certain requirements of the original 
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equation, which is sometimes too rigorous to be solved. FEM di screti ses the domain 

into smaller pieces as weil, but solves the problem over each such "finite element" to 

obtain a quasi-continuous solution . Accuracy and numerical stability can be major is­

sues with FEM , but it can also handle complex geometries and material di scontinuities 

far better than the fini te difference method. This technique form s the backbone of man­

tle convection code like CitComS (Zhong et al., 2000) and ASPECT. 

3.4 ASPECT 

ASPECT, short for Advanced Solver for Problems in Earth 's ConvecTion, is an open­

source code that employs finite elements to solve the equations governing thermal con­

vection (Kronbichler et al., 2012). The project mainly focuses on mantle dynamics of 

the Earth, but the code has a modular structure to accommodate a wide range of re­

search interests. Simulations are controlled with input files in which parameters can 

be specified to dictate everything from the rheology and geometry of a model to the 

desired output variables. Users can modify the default parameters of existing models 

or implement extensions of the source code to suit their needs. Compositional fields 

are another key feature which enables the study and tracking of heterogeneities in the 

mantle. 

ASPECT builds upon the sound infrastructure of the deal. II fini te elements library, 

which in turn depends on TRI LINOS for parallellinear algebra and p4est for parallel 

mesh handling. These projects are actively maintained and serve much broader com­

munities than ASPECT alone, providing a sol id foundation and allowing developers and 

contributors to focus on elements of geophysical interest. 
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3.4.1 Numerical framework 

The deal . II finite elements library forms the backbone of ASP ECT, providing func­

tionality for adaptive meshes, pm·allel computing, and linear algebra solvers for the 

systems of equations that describe thermal convection. ASPECT requires that the li ­

brary be compiled with p4est for di stributed adaptive mesh support (Burstedde et al., 

20 Il) and TRI LINOS for parallel Iinear algebra support (Heroux et al. , 2005). 

ASPECT solves the same fundamental equations described in Section 1.3.1 , but as a 

finite element code, it approximates the solutions using linear basis functions. For the 

Stokes system comprising the equations of mass and momentum conservation, these 

basis functions cannot be arbitrarily chosen due to the Ladyzhenskaya-Babuska-Brezzi 

(LBB) condition, which requires that the problem be well-posed. ASP ECT fulfils this 

stability condition using a Taylor-Hood scheme in which the polynomial degree of the 

pressure basis functions is one less than that used for the velocity elements (Kronbichl er 

et al., 2012). By default, ASP ECT employs quadratic e lements for the velocity and 

linear elements for the pressure. This is far more computationally expensive than the 

lowest-element scheme, in which the pressures are piecewise constant and the velocities 

are piecewise linear, but using higher-order elements improves the numerical stability 

of the solver as weil as the accuracy of the solution . ASPECT similarly uses quadratic 

elements for the temperature, but thi s polynomial degree can theoretically be reduced 

to save on computation time in studies where the temperature field is of little interest 

and does not affect the accuracy of the velocity and pressure field s. 

Once the Stokes and temperature equations are fully di screte, each can take the form 

of a system of equations to be conditioned into a more tractable form and then solved 

through an iterative method . Iterative solvers work through a problem repeatedly, at 

each step using the previous solution as a new starting point until the final approxima­

tion converges towards the true solution within a specified error tolerance. 
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These systems are not always linear, however. For example, Heister et aL. (2017) have 

acknowledged compressibility as one of the most challenging issues in the develop­

ment of ASPECT, since the mass conservation equation is only linear for incompress­

ible model s. The compressible case contains extra terms which introduce nonlinearity 

that must be linearised and so lved iteratively in order to obtain a solvable linear system. 

Choosing the appropriate solving schemes and preconditioners can be difficult, and ev­

ery choice involves a certain amount of tracte-off. This process is described in detail 

and quantified using benchmarks in Heister et aL. (2017). 

3.4.2 Models and parameters 

The community has developed numerous models and benchmarks for users to explore 

and build upon, ali of which are described in the manual (Bangerth et aL., 2016). Simple 

models, like thermal convection in a two-dimensional box, are a computationally inex­

pensive way to familiari se oneself with the code orto investigate specifie features. For 

instance, the Sinker wi th averag ing benchmark uses a circular density contrast 

within a two-dimensional box to demonstrate how material properties can be averaged 

to avoid sharp di scontinuities which would place too much strain on the numerical 

sol ver. 

Most parameters have a default value, so input files for simple model s can be very short. 

Since the code works in two spatial dimensions by default, the following line would be 

required to specify three dimensions: 
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1 set Dimension 3 

The materi al model, which describes materi al parameters of the mantl e such as viscos­

ity and density, can be set with just a few li nes : 

subsection Materia l madel 
set Madel name = simple compressible 

end 

Without further specification, ASPECT will use default values fo r viscosity and any 

other avail able parameters. To illustrate a less generic input, the fo llowing lines could 

be included to specify a spherical geometry from the core-mantle boundary (reM 8 = 

3481 km) to the surface (rs'U1'f = 6371 km) with fi xed boundary temperatures TcMB = 

4000 K and T sU1·f = 400 K: 

subsection Geometry madel 
set Madel name = spherical shell 
subsection Spherical shell 

set I n ner radius 3481000 
set Outer radius = 6371000 

end 
end 

subsection Boundary temperature madel 
set Madel name = spherical constant 
subsection Spherical constant 

set Inner temperature 4000 
set Outer temperature = 400 

end 
end 

Along with the graphical solution and other requested outputs, ASP ECT generates a fi le 

that li sts ali possible parameters, including the default values fo r those which were not 
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specified-even if they were not used in the simulation-and extensive commentary 

for each line. This allows results to be easily reproduced and removes any confusion 

about which parameters produced a given solution. 

3.4.3 Extensibility 

The so-called cookbooks provided in the manual are an excellent starting point for new 

users, but most projects require a high degree of custom input and extensions to the 

source code. Fortunately, ASPECT was designed to be extensible, making it trivial to 

include custom code for the material description , initial conditions, geometry, graphi­

cal outputs, and so on. Custom files can be included without affecting the functionality 

of the original source code-although that, too, could be modified by advanced users 

wishing to alter the fundamental way in which ASP ECT solves the basic equations. 

3.4.4 Parallelism 

ASP ECT supports parallel computing, meaning that its work can be split into different 

tasks across multiple processing units. For instance, graphical solutions are generated 

by default as Visualization Toolkit Unstructured (VTU) files, a format that allows dif­

ferent processors to calculate the solution on different sections of the working mesh. 

These partial solutions can be easily collected into the full geometry, for instance by 

visualisation software like Para View, without the need to communicate to a single pro­

cessor which would write a single output. 

Computing clusters are typically comprised of many nodes, machines which have sock­

ets containing multiple cores, also known as processors or CPUs. Different computing 

tasks require different approaches to resource management. Sorne jobs require ac­

cess to a node-specifie resource, so using many cores on the same node would not 
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increase performance-each task would still be stuck waiting for the same resource. 

Only spreading the job across cores on different nodes would remove thi s bottleneck. 

However, other jobs would be slowed down by such a configuration, since communica­

tion ti me between nodes can introduce significant dela ys (Hager and Gerhard, 20 Il ). 

Ideally, any code would run twice as fast after doubling the number of cores used, but 

real code requires that some work be done seri ally, and there is al ways a li mit where per­

fOI·mance no longer increases. Parallel code projects typically provide speedup charts to 

help users choose the most economical resource allocation for their jobs. These charts 

illustrate the relation between performance and cores used. No such resource exists in 

the ASP ECT manual, likely due to the high degree of variability between simulations, 

but Heien et al. (20 12) provide parallel performance data for a simple spherical shell 

model. 

The efficiency of parallel code also depends on an even distribution of work among 

cores . Wh en Joad balancing, AsPECT currently considers only the degrees of freedom 

(DOF), a number determined by the dimensions and refinement of the mesh, as weil 

as the di screti sation of the original equations. Performance is not optimised for tracer 

particles and other computationally expensive elements of the code, although it is pos­

sible to choose a strategy that adaptively retines the mesh accordi ng to tracer particle 

density, viscosity variabi lity, or another relevant criterion. Nonetheless, one mode! with 

one million DOF could run for thirty minutes on 12 processors, white another with the 

same DOF could take hours on many more processors due to a more complex mantle 

rheology. 
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3.4.5 Adaptive mesh refin ement 

Numeri cal simul ations can be calcul ated on an even mesh, but accurate solutions fo r 

mantle convecti on require a very fine resolution, which can be computationally ex pen­

sive . ASP EC T allows fo r adaptive mesh refi nement (AMR), a process by which the 

numeri cal mesh can be locall y refi ned and coarsened over time, or simply within the 

first time step. Typicall y, the user will want to refine areas of interest on the mesh, 

which may contain higher relative errors due to strong heterogeneities in the velocity 

field or other calcul ated parameters. The mesh can also be coarsened for regions where 

the solution is more homogeneous and has smaller relative errors. This uneven reti ne­

ment can remain constant after the fi rst time step, or it can be allowed to adapt over 

time as the so lution evolves-following a subducting slab, fo r example . 

ASPECT solves a probJ em on an initi al mesh with uniform cell spacing defined by the 

Initial gl obal re finement parameter. When the Initial adaptive refinement 

parameter is non-zero, the code then uses one or more refi nement strategies to compute 

an error fie ld and fl ags sorne fraction of cell s for refi nement or coarseni ng. For exam-

ple, setting the parameter Re finement fraction to 0 . 5 will fl ag 50% of ali cell s 

fo r refi nement, choosing those wi th the highest relati ve en·or. AS PECT currently imple-

ments strategies that can fl ag fo r diffe rent compositions; specified boundaries ; spatial 

vari abil ities of the density, viscosity, or temperature ; among others . 

An adaptively refi ned mesh can achieve the same overall accuracy as a regul ar mesh that 

has been uni fo rml y refi ned to the same highest resolution (Kronbichl er et al. , 201 2). 

Moreover, thi s method can be up to a thousand times faster. AMR thus represents one 

of the major strengths of ASPECT. 
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3.5 Conclusion 

ASP ECT is a relatively new open-source code with a mandate to provide an extensible 

code base for geodynamic research and a vision to create an open and participatory 

community of users and developers. Like its predecessor CitComS (Zhong et al., 2000), 

ASP ECT uses the finite element method to solve convection problems in the Earth 's 

mantle and elsewhere. 

ASPECT depends on a few external libraries, which can make the installation process 

more challenging than if it were self-contained. Care must be taken to ensure that 

each component has been compiled with the same software versions (e.g., CMake, 

OpenMPI). However, thi s dependence is also a strength, as the code is "freed of the 

mundane tasks" associated with implementing the fini te element method, parallellinear 

algebra, and parallel adaptive meshes (Bangerth et al., 2016). The underlying libraries 

each have their own specialised development communities, and ASPECT automatically 

benefits from any updates or improvements. 

ASP ECT itself receives frequent updates and new features, but its newness can also be 

a weakness. The code is not as well-documented as CitComS and other finite element 

codes, and it Jacks certain important features. AsPECT does not calculate gravity self­

consistent! y, and it Jacks an output plugin for the geoid. However, it is possible to 

develop any number of custom modules due to the extensible nature of the code, and 

this is perhaps its greatest strength, together with adaptive mesh refinement, which 

allows complicated problems to be solved on a selectively refined mesh at a fraction of 

the runtime of a problem solved on a uniformly refined mesh. 



CHAPTERIV 

MODELLING WITH ASPECT 

4.1 Introduction 

ASP ECT is an open-source code originally developed to simulate thermal convection 

in the Earth 's mantle (Kronbichler et al., 2012). However, its extensible structure al­

lows for a wide range of research possibilities . Communîty members have studîed 

topîcs as diverse as the geodynamic evolution of Mars (Zhang and O'Neill , 2016), 

dynamic topography change ac ross Antarctica (Austermann et al., 20 15), subducting 

slabs with complex visco-plastic rheology (Fraters, 2014), and even inner core convec­

tion (Dannberg, 2016). 

ASPECT was designed to supersede older mantle convection software like CitComS, 

which has not seen a major release since 2014. Indeed, it boasts many powerful modern 

features, chief among them its modular format, adaptive mesh refinement, and paralle1 

process ing capabilities. 

The present study seeks to determine the impact of lateral viscosity variations on instan­

taneous mantle flow and resulting dynamic topography. Additionally, the consequences 

of using different seismic tomography models will be explored. Parallel performance 

testîng was also carried out using a simplified version of the final mode! in order to 

determine approximate resource requirements. 
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4.2 Numerical mode! 

In earlier builds of ASPECT, the only material mode! that could represent lateral vis-

cosity variations in a compressible mantle was the Steinberger model, in which 

the material parameters are defined by mineral physics and the lateral viscosity varia­

tions are determined by a depth-dependent temperature prefactor H jnR, following the 

work of Steinberger and Calderwood (2006). This mode] was used extensively in the 

earl y development of this work, but it was later modified with custom code to adopt the 

physical parameters and values used by Glisov ié et al. (2012). 

The mantl e was modelled as a 30 spherical shell. The reference density is given by 

the Preliminary Reference Earth Mode! of Dzieworiski and Anderson (1981 ). The crust 

and lithosphere were combined into a single layer 80 km thick with a constant value of 

3.196561 g · cm - 3. Thi s value conserves the same amount of mass and gravity as the 

original PREM mode!. 

ASPECT does not currently implement any self-consistent gravity model s, so a eus­

tom module was developed to generate a gravity profile satisfying Poisson's equation 

(Poirier, 2000): 

( 4.1) 

where G = 6.67 x 10- 8 m 3 · kg- 1 · - 2 is the universal gravitational constant, and Nf 

is the mass contained within a sphere of radius T and density p(r-). Equation 4.1 was 

numerically integrated to obtain a depth-dependent gravity profile, shown together with 

the PREM density profile in Figure 4.1. 

Following Glisovié et al. (2012), the thermal conductivity k was linearly interpolated 

between four different values specified at the surface, at depths of 80 km and 2650 km, 

and at the CMB. The resulting profile is shown in Figure 4.2. The thermal expansion 

coefficient a: was defined at three different depths, linearly interpolated between the 
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surface and 670 km depth , from which point it followed a density dependence to the 

core-mantle boundary. This profile is shown in Figure 4 .3. Specifie values are detailed 

in Table 4 .1. 

The effective viscosity was calculated assuming an Arrhenius-type temperature depen­

dence and a Newtonian rheology for the whole mantle (Davies, 1980): 

17 = rJo · exp(- (3 · 6.T) (4 .2) 

where rJo is the depth-dependent viscosity, defined by the geodynamically-inferred V2 

profile of Forte et al. (20 1 0), (3 is a free parameter controlling the strength of the lateral 

viscosity variations, and 6.T = T- Ta is the difference between temperature T and the 

adiabatic background temperature Ta. Figure 4.4 shows the depth-varying V2 profile. 

4 .2 .1 Choice of tomography mode! 

S40RTS, the sei smic topography mode! of Ritsema et al. (20 Il) , was used exten­

sive! y in the development of this work, since it has been built into the source code 

of ASPECT. However, S40RTS uses only shear wave travel times and is based on 

PREM (Dziewm1ski and Anderson, 1981), which is transversely isotropie from the Mo­

horovicié di scontinuity defined at 24.4 km down to the Lehmann di scontinuity defined 

at 220 km. Kaban et al. (20 l4a) noted that many tomography models based on PREM 

indicate sharp seismic velocity contrasts around 220 km depth which are not observed 

globally. The au thors suggested that thi s is an artefact of a mode! based pure! y on seis­

mic velocities, and further warned that inverting these velocities can propagate error to 

the estimated temperature field. 

Furthermore, early results in thi s work suggested a prominent mantle upwelling under 

Tahiti , sorne 30 degrees west of the East Pacifie Ri se (EPR). Conrad and Behn (20 1 0) 

obtained similar results using the S20RTS tomography mode! of Ritsema et al. ( 1999) 
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Figure 4.1: The depth-varying profiles of density and acceleration due to gravity used 

in the custom model, adapted from PREM (Dziewonski and Anderson, 1981 ). 



6.5 .--.-------.---------------------,---------.----

6 

~ 5.5 

~ 5 
ç 
s 4.5 
"tl 
::l 
-o 
c 4 
0 
0 

~ 3.5 
w 

.r: 
1-- 3 

2.5 

0 220 670 2000 2650 
Depth (km) 

38 

Figure 4.2: The depth-varying thermal conductivity k, from Glisovié et al. (2012). Four 

values of k were assigned to depths of 0 km, 80 km, 2650 km, and 2888 km and then 

linearly interpolated. 
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Figure 4.3: The depth-varying coefficient of thermal expansion a , from Glisovié et al. 

(2012). The surface value of 3.5 x 10- 5 K - 1 decreases linearly to 2.5 x 10- 5 K - 1 

at a depth of 670 km. From there, a decreases in a density-dependent manner to 1 x 

10- 5 K - 1 at the CMB. 
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Outer shell radius 

lnner shell radius 

Adiabatic surface temperature 

Reference density 

Reference viscosity 

Specifie heat Cp 

Thermal expansivity a (0 km) 

Thermal expansivity a (670 km) 

Thermal expansivity a (2888 km) 

Thermal conductivity k (0 km) 

Thermal conductivity k (80 km) 

6368 km 

3480 km 

1700 K 

PREM 

Y2 

1250 J · kg- 1 · K - ' 

3.5 x w-5 K- 1 

2.5 x w-5 K - 1 

1 x w-5 K - 1 

3.3 W · m - 1 · K- 1 

2.5 \N · m - 1 · K - 1 

Thermal conductivity k (2650 km) 6.25 vV · m - 1 · K - 1 

Thermal conductivity k (2888 km) 4.8 vV . m - 1 . K- 1 
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Table 4.1 : Parameters used in the custom mode], with values adapted mainly from 

Gli sov ié et al. (201 2). 
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with a constant velocity-density conversion factor and concluded thar large-sca le man­

rie flow does not play a role in the spreading of the EPR. However, Rowley et al. (20 16) 

argued that thi s westward shift arises from a purely seismic tomography mode] com­

bined with constant velocity-density scaling. The authors found thar the mantle flow 

rose directly below the EPR in simulations using TX2008, a more robust tomography 

mode) produced through a joint inversion of sei smic and geodynamic data with addi­

tional constraints from mineral physics experiments (Simmons et al. , 2009). Further­

more, time-reversed simulations of mantle convection have shown a stable upwelling 

located under the EPR for at least the past 65 million years (Gli sov ié and Forte, 2014). 

Using geodynamic constraints, Rowley et al. (2016) determined a depth-dependent 

velocity-density scaling for S20RTS and found thar, although the mantl e upwelling 

retains a 30-degree shift westward of the EPR, the buoyancy of the lower mantle is 

greatly reduced. The authors concluded thar even a depth-dependent scaling factor is 

insufficient to resolve thi s large-scale anomaly in the lower mantle. Their work under­

lines the critical importance of considering lateral variations in mantle structure. 

To this end, the custom model was adjusted to use GyPSuM in lieu of S40RTS. GyP­

SuM provides mantle density perturbations based on a joint inversion of sei smic body 

wave travel times and geodynamic observation data, with additional constraints from 

mineral physics (Simmons et al. , 2010). These density perturbations were converted to 

temperature anomalies and added to the background temperature shown in Figure 4.5-

an adiabatic profile, since the temperature field cannot be calculated self-consistently 

by an instantaneous model. 

The geodynamic consequences of using different seismic tomography models will be 

inves ti gated and di scussed. Although Rowley et al. (201 6) compared results obtained 

using S20RTS and TX2008, the differences between S40RTS and GyPSuM are ex­

pected to be similar. 
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4.2.2 Boundary conditions 

A well-posed problem requires boundary conditions to ensure a unique solution to a 

partial differentiai equation. For the spherical shell geometry, these limits are at the 

surface and core-mantle boundary. 

Conservation of mass implies that the net mass flux must be zero across these bound­

aries. For simplicity, they are often modelled with eitherfree-slip or no-slip conditions, 

which bath require that the normal flow velocity is zero at the surface (i.e., U J. = 0). 

Modelling them as deformable free surfaces is also possible, though usually computa­

tionally expensive. 

A free-slip condition was applied to the CMB , allowing the mantle to flow Iaterally on 

thi s boundary. The surface was modelled as bath a free-slip and no-slip boundary, with 

the latter requiring zero velocity on the boundary (i.e., U J. = u 11 = 0) . This rigid con­

dition does not correspond to a plate tectonics regime and is more applicable to planets 

like Venus and Mars. 

4.2 .3 Calculation of dynamic surface topography 

Dynamic topography is the deflection of the Earth 's surface in response to normal 

stresses arising from mantle flow. To calculate thi s deflection , A sPECT first computes 

the total normal stress at the leve) surface of the convection madel: 

(4.3) 

where Pd = p - Pa is the dynamic pressure calculated by subtracting the adiabatic 

pressure Pa from the total pressure p, .9 = ~ is the direction of the gravity vector g , 

and r is the viscous stress tensor. 
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The dynamic topography h is then given by: 

h = O"rr 

/::,.p llgll 
(4.4) 

where O",.,. is the total normal stress at the leve) surface of the convection mode! , given 

by Equation 4.3; and !::,.p is the density contrast between the top of the mode! and a 

specified loading density. The definition of /::,.pis an important one; the densi ty contrast 

is much smaller for a crust loaded with seawater (Psw ~ 1025 kg· m - 3) than with air 

(Pai1· ~ 1 kg· m - 3), which in turn will produce larger amplitudes in the calculated 

dynamic topography. 

Topography would ideally be generated using a deformable free surface at the top 

boundary, but free surfaces are challenging to stabili se. Crameri et al. (2012) compared 

three different methods for calculating dynamic topography: using normal stress at the 

surface, using a free surface, and using "sticky air" as a free-surface approximation. 

The normal stress approach was shown to be accurate only if the resulting topogra­

phy is small relative to the model dimensions and if the topography slopes are small. 

Furthermore, the method failed to predict the rime-dependent relaxation into isostatic 

equilibrium, topography variations on time scales shorter than the isostatic relaxation 

time (t "' 104 years), and the topography resulting from viscous plate bending. "Sticky 

air" uses a thin fluid layer with low density and viscosity to simulate a free air-crust 

interface. This was shown to be a good approximation to a true free surface, but only 

if the parameters were chosen carefully and with a stabili sation algorithm. ASPECT 

does not currently support a free surface in 30 spherical geometry. For simplicity, the 

normal stress method described by Equation 4.4 will be used. 

This study will investigate water-loaded dynamic topography, with and without lateral 

viscosity variations, and with free-slip and no-slip boundary conditions at the surface. 
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4.2.4 Updated viscosity profile 

It is important to isolate the impact of LVV from results which can be accounted for by 

an equival ent one-dimensional viscosity profile. In other words, the horizontally aver­

aged viscosity must remain the same with or without LVV in order to make a proper 

comparison . Since the introduction of LVV can change the horizontally averaged vis­

cosity, the mode! with LVV was completed first, and the horizontally averaged viscosity 

from thi s mode! was fed back into ASPECT as an "updated" radial vi scosity profile for 

the mode! without LVV. 
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Figure 4 .5: Adiabatic temperature profile with T ·uTf = 1700 K and T cmb = 2619 K. 
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4 .3 Results and di scuss ion 

4.3.1 Parallel performance 

Ali performance testing was carried out on the University of Florida's HiPerGator 2.0 

supercomputer (HPG2) using OpenMPI 1.10.2 for parallel computing and SLURM 

15.08.9 to handle job submiss ions. Simulations were carried out on nodes with 32 

cores each; their full specifications are outlined in Table 4 .2. 

Parallel jobs can fail, seemingly for no reason, when resource requests are poorly de­

fined . Simply requesting n cores without further specifications can yield unpredictable 

configurations on sorne clusters, including HPG2: those n cores can be scattered un­

evenly across any number of available nodes. Additionally, there are known commu­

nication issues between OpenMPI and SLURM. Resource di stribution was therefore 

clearly specified in each simulation to avoid ambiguity and obtain reliable runtime data. 

Parallel performance decreases drastically as a fixed number of cores is spread across 

an increasing number of nodes. A simplified version of the mode] was computed in just 

12 minutes using two full nodes, but the same mode! spread out even! y over four nodes 

timed out after two hours. Performance improved when the task load was assigned to 

just one of each node's two sockets (i.e., using ail of the cores on one socket and none 

on the other), but the total runtime in thi s case was still unreasonably long: 74 minutes. 

Although the HiPerGator 2.0 cluster is interconnected through InfiniBand networks, 

spreading out cores still creates barriers to efficient communication and memory access. 

An ideal parallel di stribution would maximise communication between cores on the 

same socket of the same node and minimi se communication between cores on different 

nodes, but thi s is not a simple task and depends significantly on the internai workings of 

ASPECT itself. For the purposes of thi s work, it is sufficient to choose a configuration 

that uses the !east number of nodes while still accommodating the size of the problem 
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(i.e. , the degrees of freedom). 

Before proceeding to ac tual simul ations, the simplified mode) was run on 16, 32, 64, 

128, 256, and 51 2 cores in order to estimate an ideal rati o between cores and degrees 

of freedom for a problem of thi s type. The results are presented in Figure 4.6. Each 

coloured line indicates the time consumed by a given step of the solving process . In 

order fo r ASPECT to obtain a solution meeting the specified error tolerance (10- 5 ) , the 

Stokes and temperature systems were each buil t and solved four times . 

These data can provide only a crude estimate of the parall el effi ciency, since they do 

not refl ect the final model's full complex ity nor the impact of lateral viscosity vari a­

tions on runtime. However, these resul ts are comparable to those of Heien et al. (2012), 

who found strong parall el scaling up to 105 degrees of freedom per core (dof/core) 

using a spherical shell model, and a minimum runtime at 64 cores for a mode! with 

2.57 x 106 degrees of freedom. These results would indicate an ideal rati o of about 

5 x 10'1 dof/core . Though simplified, the mode) used in the present study contains more 

complex ity than that of Heien et al. and demonstrated a minimum runtime with 128 

cores and 1.67 x 106 degrees of freedom, or about 1 x 104 dof/core . Computing power 

is certainly wasted using a smaller rati o, as the runtime decreases onl y minimall y and 

eventuall y even increases. This becomes a moot point in the fin al simulati ons, however, 

as higher mesh refinements generate 10 degrees of freedom or more while the study 

was limited to about 103 cores per run . 

4.3.2 Instantaneous mantle fl ow 

Figure 4.7 shows the results for instantaneous mantle fl ow with free-slip boundary con­

di tions at fo ur different depths: the asthenosphere (300 km), the bottom of the transition 

zone (650 km ), the deep mantle (2000 km), and the top of the D" layer (2680 km). 
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Socke~ 2 

Cores per socket 16 

Total cores 32 

Memory per core 4GB 

Total memory 128 GB 

Table 4 .2: Specifications for the HPG2 compute nades used in the parallel performance 

tests. 
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Figure 4.6 : Parallel performance testing on the HPG2 supercomputer. A simplified 

version of the custom mode] with 1.67 x 106 degrees of freedom was run on 16, 32, 64, 

128, 256, and 512 cores. The black line indicates the total runtime, while the co loured 

lines indicate the runtime for each specifie simulation step. 
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The results for the model without LVV are reasonable and generally agree with pub­

li shed predictions (Forte et al. , 2015). The predicted mantle flow is more vigorous in 

the mode! with LVV, but the large-scale flow patterns do not change. This makes sense 

for a temperature-dependent mode! of LVV. However, the solver was unable to con­

verge for f3 > 0.01 except with an unacceptably low mesh refinement and high error 

tolerance. Thus, only modest LVV spanning just 1-2 orders of magnitude could be 

mode lied. 

Figure 4.8 shows the horizontal surface divergence with and without LVV, as weil as 

the radial vorticity induced by LVV. These results are superficially similar to those 

obtained by Moucha et al. (2007) and Rogozhina (2008), parti cul arly the strong vortical 

flow east of Australia. Differences are likely due to the use of different methods and 

especially different seismic tomography model s. The radial vorticity is zero in the 

absence ofLVV. As previously di scussed in Section 2.2, only LVV can generate toroïdal 

flow comparable in energy to that of poloidal flow. Their inclusion is necessary for a 

comprehensive mode] of mantle convection. 

Figure 4 .9 shows the results for instantaneous mantle flow with a no-slip surface bound­

ary condition at four different depths: the asthenosphere (300 km), the bottom of the 

transition zone (650 km), the deep mantle (2000 km) , and the top of the D" layer (2680 

km). The free-slip condition has been ubtracted to isolate the effect of a rigid surface. 

Comparing these to Figure 4.7, one can see that the rigid surface substantially reduces 

the flow velocities, especially in the upper mantle. 

4.3.3 Dynamic surface topography 

Figure 4.10 shows the dynamic surface topography calculated asper Equation 4.4 with 

no LVV and free-slip boundary conditions. The maximum and minimum amplitudes 
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a free-slip surface boundary condition. 
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Figure 4.8: Calculated surface divergence without and with LVV, and calculated radial 

vorticity with LVV. Radial vorticity is zero in the absence of LVV. 
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are 2.67 km and -1.7 4 km, respective! y. 

Figure 4.11 shows the impact of lateral viscosity variations on the dynamic surface to­

pography. This result agrees with the findings of Kaban et al. (20l4b), who found that 

weak plate margins and LVV tend to decrease the amplitude of positive dynamic topog­

raphy around ridges and of negative dynamic topography associated with subduction 

zones. Kaban et al. (2014b) found , however, that WPB attenuated the dynamic topog­

raphy significantly, and that LVV reduced this effect. Future work should therefore 

investigate the specifie effect of weak plate margins. 

Figure 4.12 shows the impact of a rigid boundary condition in the model without LVV. 

These results are sensible, as a no-slip boundary condition is supposed to generate more 

dynamic topography than free-slip due to added di ssipation (Hager, 1991). 

4.3.4 Importance of mesh resolution 

Preliminary tests were run with the parameter Initial global re finement set 

to 3, which yields 1 , 6 7 4 , 53 8 degrees of freedom and 4 9 , 15 2 active ce lis. This is 

already a large problem that requires multiple cores torun, but the horizontal resolution 

is relatively poor for a 3D whole-mantle simulation: only about 4° x 4°. 

The developers suggest choosing an error tolerance low enough that the solution no 

longer changes, but thi s choice is limited by the resolution of the numerical mesh. Due 

to resource limits and the sheer size of the problem, the maximum resolution poss i­

blewasiniti al global refinement = 5,whichyields104 , 645 , 770 de­

grees of freedom and 3 , 14 5 , 7 2 8 active cells on 6 levels. However, even thi s level of 

mesh refinement is the bare minimum, at best, for computing an acceptable solution . 

Figure 4.13 demon strates the impact of increasing the Init i a l g l obal re finement 
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parameter from 3 to 5 . Although the overall pattern remains the same, there are severa] 

areas where the vertical flow changes by around 2 cm · yr - 1
. Figure 4 . 14 shows that 

the higher refinement leve] also increases the amplitude of the dynamic surface topog­

raphy. The positive dynamic topography along multiple plate boundaries is increased 

by over 500 m. Both meshes are visualised in Figure 4.1 S. 

This problem underlines the importance of adaptive mesh refinement, previously de­

scribed in Section 3.4.5. Unfortunately, the adaptive refinement process can be difficult 

to implement with complicated model s, since the problem size (degrees offreedom) can 

change by orders of magnitude. The workload can be redi stributed among parallel pro­

cessors, but the resources assigned to a run are fixed. The parallel performance testing 

of Section 4.3.1 revealed a limited window of solver functionality: it fails to converge 

when a large problem is spread across an unsuitable number of processors, whether too 

few or too many. Solving thi s issue is of critical importance to future work. Going 

forward, AMR functionality must be achieved to assure reasonable computation times 

and more efficient use of resources. 

4.3.5 Choice of tomography mode! 

Figure 4.16 shows the mantle flow fields at 300 km depth obtained with S40RTS and 

GyPSuM. This is a similar result to Rowley et al. (2016), in which S20RTS was found 

to suggest a mantle upwelling 30 degrees west of the East Pacifie Ri se, whereas the 

more robust TX2008 mode] predicted an upwelling directly beneath the EPR. This 

affirms the weakness of a mantle density mode] that relies on shear wave velocities 

alone and does not utili se 30 density-velocity scaling. 

GyPSuM draws from geodynamic data, mineral physics, and seismic body wave travel 

times to create an extremely robust model of the Earth's mantle. The mode] also con-
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tains information about thermal and compositional contributions to variations in mantl e 

density-a strong point that was not explored in thi s work. Thi s study has assumed that 

compositional effects are negligible for the whole mantle, which is not always realis­

tic. Simmons et al. (20 10) argued th at most of the mantle 's density variations can be 

described in terms of thermal contributions alone, except for the upper and lowermost 

regions. Kaban et al. (2003) found that compositional differences (mainly iron deple­

tion) account for about 40% of density variations under cratons. The non-cratonic upper 

mantle does not share thi s compositional signature, requiring a laterally variable treat­

ment of the upper mantle. This work has described the mantle 's density variations in 

terms of temperature differences alone, relating the anomalies in terms of a thermal ex­

pansion coefficient that varies with depth (see Table 4.1). Future developments should 

consider the complete thermochemical origin of mantle density anomalies, particularly 

in the case of time-dependent mantle dynamics. Fortunately, ASPECT has provided 

functionality for compositional fields from the beginning. 

This unrealistic assumption has implications for the viscosity, which has been defined 

here as temperature-dependent. For parts of the upper and lower mantl e, these varia­

tions represent a kind of "pseudo-temperature" that incorporates strong compositional 

effects. The viscosity itself has been grossly simplified, although V2 is a very robust 

radial viscosity mode! and simple temperature dependence is a common approach to 

modelling LYV. The effective viscosity may have a strong dependence on mineral grain 

size, particularly in the deep mantle where diffusion creep dominates (Gli sov ié et al., 

2015). Variable composition affects viscosity as weil; thi s effect in the lower mantle 

was recently investigated by Bali mer et al. (20 17). These effects should be considered 

in later studies. 
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4.4 Conclusion 

ASPECT was designed to reflect a new generation of numerical modelling, and it cer­

tainly has many strengths: a modular structure which can accommodate diverse re­

search interests; an active community of developers and contributors; and implemen­

tation of modern numerical techniques, like adaptive mesh refinement. However, the 

code is an ongoing community effort and remains experimental in a few key areas, and 

full y realistic model s of the whole Earth are still difficult to achieve. Code developers 

have acknowledged these limitations and worked to address issues like compressibility 

(Heister et al., 20 17). 

This research has used ASPECT to investigate the impact of lateral viscosity variations 

on mantle flow and dynamic surface topography. The results suggest that LVV increase 

the vigour of mantle flow and decrease the amplitude of dynamic surface topography. 

However, these findings are somewhat inconclusive due to the small amplitude of the 

LVV. Solutions with strong LVV were achieved only at a low resolution and high error 

tolerance. The following section will provide final conclusions and recommendations 

for future research. 



59 

..--.. 

0.8 E 
.Y ...__. 

0.6 >-..c 
o. 

0.4 
cu ...... 
0) 
0 

0. 2 o. 
0 -0 (.) 
E 

-0.2 ~ 
>­
"0 

-0.4 c 

-0.6 ~ 
c 

-0.8 ~ 
ü 
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Figure 4.15 : The 30 mesh with the parameter I n i tial global ref inement set 

to 5 (l eft) compared to 3 (ri ght). 
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Figure 4.16: Predicted mantle flow at 300 km depth using the GyPSuM (bottom) and 

S40RTS (top) seismic tomography model s. S40RTS produces an apparent upwelling 

about 30 degrees west of the EPR. 



CONCLUSION 

The open-source mantle convection code ASPECT (Kronbichler et al., 2012) has been 

used to mode! lateral variations in viscosity (LVV) in the Earth's mantle. The effective 

viscosity was calculated according to an Arrhenius-type equation for temperature de­

pendence, with temperature perturbations given by the joint tomographie mode! GyP­

SuM (Simmons et al., 2010) and a depth-varying reference viscosity given by the ' V2 ' 

profile (Forte et al., 2010). The results suggest that LVV increase the vigour of man­

tle flow and reduce the amplitude of dynamic surface topography, but only small LVV 

spanning 1-2 orders of magnitude could be implemented. Further development with 

ASPECT is recommended. 

The geodynamic implications of using different seismic tomography models have also 

been investigated. Compari sons between GyPSuM and S40RTS (Ritsema et al., 2011) 

confirm earlier findings by Rowley et al. (2016) that shear-wave velocities are not suffi­

cient to characterise the complex and three-dimensional structure of the Earth 's mantle. 

Furthermore, the constant density-velocity scaling currently employed by the S40RTS 

mode! in ASPECT is not appropriate, nor even cana depth-varying scaling resolve the 

strong 30 heterogeneities in the lower mantle. Seismic tomography model s should 

therefore contain independent constraints (e.g., from geodynamic data) and lateral vari­

ations in density-velocity scaling. 

Dynamk topography is an important surface observable that can be estimated by sub­

tracting isostatically compensated crustal heterogeneities from the total surface topog­

raphy of the Earth. Many numerical models, including thi s study, calculate the dynamic 

topography using the total normal stress at a vertical! y fixed smface, which might fail to 
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predict, for example, topography resulting from viscous plate bending (Crameri et al. , 

2012). ASPECT does not currently support a free surface in 3-D spherical geometry, 

but it may be appropriate to implement or test the efficacy of a "sticky-air" free surface 

approximation. 

This study has relied on a few unreali stic simplifications, including that mantle density 

anomalies are purely thermal in origin. Future work must consider the compositional 

signatures of the cratonic lithosphere and lowermost mantle. Furthermore, little con­

sideration has been given to the crust and tectonic plates, but weak plate margins may 

strongly influence dynamic surface topography. Fraters (2014) used ASPECT to in­

corporate a lithospheric weak zone in a 2D subduction mode! but encountered issues 

with runtime and numerical stability. These issues willlikely be resolved as the devel­

opment of ASPECT moves towards accornrnodating more reali stic descriptions of the 

mantle. Additionally, thi s study has modelled LVV considering only the temperature 

dependence of silicate rheology. However, grain size has been shown to have a compa­

rable effect to that of temperature and pressure on mantle viscosity (e.g., Glisovié et al. , 

2015. Future work should incorporate these results. 

ASPECT has been shown to have certain limitations , especially with respect to 3-D 

spherical geometry, compressibility, and large viscosity contrasts. However, recent 

developments have been made towards improving the nonlinear solver to better accom­

modate more reali stic models, in particular those incorporating compressibility and 

melting (e.g., Heister et al., 2017). Future work with ASP ECT should focus on the 

use of adaptive mesh refinement to reduce computation time and allow sorne of the 

previously mentioned recommendations to be implemented. 
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