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ABSTRACT

A devastating, flood-producing rainstorm occurred over southern Alberta, Canada, from 19 to 22 June 2013.

The long-lived, heavy rainfall event was a result of complex interplays between topographic, synoptic, and

convective processes that rendered an accurate simulation of this event a challenging task. In this study, the

Weather Research and Forecasting (WRF) Model was used to simulate this event and was validated against

several observation datasets. Both the timing and location of the model precipitation agree closely with the

observations, indicating that theWRFModel is capable of reproducing this type of severe event. Sensitivity tests

with different microphysics schemes were conducted and evaluated using equitable threat and bias frequency

scores. The WRF double-moment 6-class microphysics scheme (WDM6) generally performed better when

compared with other schemes. The application of a conventional convective/stratiform separation algorithm

shows that convective activity was dominant during the early stages, then evolved into predominantly stratiform

precipitation later in the event. The HYSPLIT back-trajectory analysis and regional water budget assessments

using WRF simulation output suggest that the moisture for the precipitation was mainly from recycling ante-

cedent soilmoisture through evaporation and evapotranspiration over the Canadian Prairies and theU.S.Great

Plains. This analysis also shows that a small fraction of the moisture can be traced back to the northeastern

Pacific, and direct uptake from the Gulf of Mexico was not a significant source in this event.

1. Introduction

There is increasing evidence that global climate change

has affected the occurrence of extreme weather events in

many parts of theworld (IPCC2012; Zhang et al. 2000). In

particular, flooding has become more frequent during the

last few decades in many regions (IPCC 2012, chapter 3),

especially downwind of significant terrain in the mid-

latitudes of continents (Colle et al. 2013; Garreaud and

Fuenzalida 2007; Rasmussen et al. 2015; Szeto et al. 2015).

The Canadian Prairies are located east of the Canadian

Rockies and account for 80% of Canada’s irrigated

and rain-fed agriculture (Wheater and Gober 2013).

This region is subjected to extreme precipitation and

flooding events. Floods in April and May are mainly as-

sociated with runoff, ice-jam breaks, or rain-on-snow

events, while flooding from June to September is fre-

quently associated with heavy precipitation generated by

convective and synoptic weather systems. This growing

season rainfall is also critical to the region’s hydrology and

water management (Zhang et al. 2001; Szeto et al. 2011;

Shook and Pomeroy 2012; McDonald and Dyck 2006).

During 19–22 June 2013, a catastrophic flooding event

occurred over southern Alberta. The flood was caused by

heavy rainfall and additional runoff from snowmelt,

which occurred after a prolonged period of unusually wet

conditions (Pomeroy et al. 2015). Many regions of

southwestern Alberta, including the city of Calgary, wereCorresponding author: Yanping Li, yanping.li@usask.ca
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significantly affected, with five deaths and total economic

losses in excess of CAD $6 billion (Milrad et al. 2015).

Extreme rainstorms over southern Alberta have been

examined in previous studies and several common fea-

tures were noted. These storms are typically associated

with a deep shortwave trough or an upper-cutoff, low

pressure system over the west coast of North America,

with a surface low pressure system developing east of the

Rockies near the Canada–U.S. border, and enhanced

transport of water vapor toward the foothills by low-level

synoptic-scale flow features (Szeto et al. 2011). The

complex interactions between atmospheric and hydro-

logical processes such as snowmelt and rain on snow, as

well as the proximity of the Rocky Mountains, can

produce heavy rainfall in the foothills and front ranges,

which have triggered most of the major floods in the

region (Szeto et al. 2011; Flesch and Reuter 2012;

Pennelly et al. 2014). A recent numerical simulation

suggests that the Rockies influence precipitation

amounts and duration in themountains and foothills due

to orographic lifting (Flesch and Reuter 2012).

Similar features were observed in flood-producing

rainstorms east of the Rockies in the United States

(Maddox et al. 1980, 1978; Caracena et al. 1979; Gochis

et al. 2015). Quasi-stationary synoptic patterns, high

precipitation efficiency, effective lifting mechanisms,

moisture-rich flow, and longevity of the rainfall were

significant contributors to these flash flooding events. The

spatial structure and temporal evolution of flood-producing

rainfall associated with mesoscale convective systems

(MCSs) in the area east of the Rocky Mountains were

summarized by Schumacher and Johnson (2005). East of

the Rockies, eastward-propagating precipitating sys-

tems with embedded MCSs were organized by mid- or

low-level jets, and the associated floods were likely a

result of deep moisture advection toward the mountains

throughout the troposphere, as well as through in-

teractions with the terrain, such as, the Big Thompson

1976 and Rapid City 1972 flash floods (Maddox et al.

1980, 1978; Caracena et al. 1979) and the September

2013 Colorado flood (Gochis et al. 2015). With similar

terrain arrangement as the 2013 Alberta event, a cutoff

low with preconditioning of the land surface also oc-

curred on the lee side of the Rockies during the

Colorado flood of September 2013 (Gochis et al. 2015).

A recent flood in Leh, India also showed similarities to

the Big Thompson 1976, Rapid City 1972, and Colorado

2013 flash floods, especially with respect to processes

and orographic characteristics. However, the Leh flood

was the result of a series of westward-propagatingMCSs

forming upstream over the Tibetan Plateau, whereas

the Big Thompson flood resulted from continuously

regenerating nonpropagating storms that remained

downslope of the steep terrain (Rasmussen and Houze

2012). Previous studies also suggested that both local

and remote sources of moisture could be important in

producing intense rainfall and floods over various re-

gions of the continent (e.g., Turato et al. 2004; Brimelow

and Reuter 2005; Stohl and James 2004).

In this study, the Weather Research and Forecasting

(WRF) Model (Skamarock et al. 2008) is used to simu-

late the major rainstorm that played a critical role in

producing the 2013 southern Alberta flood (hereafter

referred to as the J13 storm). Several sensitivity exper-

iments with different microphysical schemes were car-

ried out in order to assess the WRF Model’s ability to

simulate the storm. Simulation results are evaluated using

equitable threat and bias frequency scores. A conventional

convective/stratiform separation algorithm is applied to

examine the evolution of storm characteristics during the

life cycle of the flood event. Regional water budget

assessments and air parcel back-trajectory analyses are

carried out to examine the sources and transport of the re-

mote moisture for the J13 storm. This article is a follow-up

to two companion papers that discuss the synoptic and

observational aspects of the J13 storm (Liu et al. 2016;

Kochtubajda et al. 2016).

The goal of this study is to improve understanding

and prediction of flash floods occurring on the plains

downwind of significant terrain and to contribute to the

understanding of the interaction between orographic,

mesoscale, and synoptic mechanisms in triggering flood-

producing rainfall. The main focal point of this study is

the evaluation of the WRF Model’s capability to

reproduce such high-impact events. This evaluation

includes sensitivity tests of different microphysics schemes

and the examination of the evolution of convection char-

acteristics using WRF-simulated radar reflectivity. In

addition, the quantification of the relative contributions

of different remote water vapor sources was examined

utilizing a back-trajectory analysis method.

2. WRF simulation designs and validations

a. WRF simulation setups

Two main sets of simulations are carried out using

the WRF Model, version 3.6.1, to examine the J13 storm.

The first set S1 is conducted to examine the extent to

which the J13 storm can be simulated by a state-of-the-art

numerical model, with no data assimilation technique

included. The evolution of modeled storm features (e.g.,

rain rate and rainfall characteristics) is validated against

available observations and analysis data. A second set S2 is

performed to provide the large-scale circulation and the

atmospheric parameters for a 10-day back-trajectory
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analysis. The second set is conducted by nudging the in-

ternal and boundary values toward those values produced

by the forcing analysis at 6-h intervals. This approach forces

WRF to correctly simulate the synoptic-scale circulation

and the finescale thermal dynamical fields several days be-

fore the flooding. NCEP Final (FNL) analyses (NOAA/

NWS/NCEP 2000) with 6-hourly and 18 grid spacing are

used to provide the initial and boundary conditions for both

S1 and S2. Details of the WRF Model setup are given in

Table 1. Specifically, model physics modules that are com-

mon to both sets of simulations are the Rapid Radiative

Transfer Model (RRTM) longwave radiation scheme,

Goddard shortwave radiation scheme, Eta similarity for

surface layer parameterization, Mellor–Yamada–Janjić

scheme for planetary boundary layer parameterization, and

the Betts–Miller–Janjić scheme for cumulus parameteriza-

tion within the coarse-grid domain (the second domainD2

and first domain D3 in Fig. 1, with resolutions of 9 and

27km, respectively). Four microphysics parameterization

schemes, including the WRF single-moment 6-class micro-

physics scheme (WSM6), the Thompson scheme, the

Morrison 2-moment scheme, and the WRF double-

moment 6-class microphysics scheme (WDM6) are tested

in S1 to find out which one best simulates this event. In S2,

only the WDM6 is used.

The simulation domain for S1 is shown in Fig. 1a. The

model domain center for S1 is located at 608N, 1148W. For

the three nested domains, the outer one (D3) has a grid

spacing of 27km, with 253 grid points in the east–west

direction and 193 grid points in the north–south direction.

The second domain has a grid spacing of 9km, and the

third domainD1 has a grid spacing of 3km. Convection is

resolved in the inner domain. A similar configuration with

the same D1 and D2 but a much larger outer domain is

used for S2 (Fig. 1b), which extends farther south to 108N

to include all the potential moisture sources, such as the

Gulf of Mexico, for the long-period back-trajectory

analysis. For S1 and S2, the vertical levels are set to 51

with the model top at 50hPa. The first set is initiated at

1200 UTC 18 June 2013 and integrated for 4.5 days,

whereas S2 is initiated at 0000 UTC 10 June and is

integrated for 13 days. The time steps forD1,D2, andD3

are set to 20, 60, and 180 s, respectively, for both S1 and S2.

The purpose of the S1 simulation is to reconstruct the

evolution of the convection systems and the related

three-dimensional thermodynamic environment for this

event, as well as to allow analysis of the evolution of

the convective/stratiform precipitation components. The

purpose of conducting the S2 simulation is to provide the

large-scale circulation field, the atmospheric water

content, and surface evaporation and evapotranspira-

tion parameters in a much larger domain for a much

longer period, and these variables will be used for the

back-trajectory analysis. The main focus of the back-

trajectory analysis is to determine the moisture sources

affecting the flooding region (the blue box in Fig. 2a).

The exact evolution of the MCSs within the flooding

region is not the concern of S2. Overall, the objectives of

simulations S1 and S2 are different and the simulated

precipitation within the flooding region may not

necessarily be comparable. However, the large-scale

circulation patterns do look similar when S2 overlaps

with S1 (from 1200 UTC 18 June to 0000 UTC 23 June).

b. Validation datasets

Precipitation is the end product of complex and in-

tricate interplays between a myriad of atmospheric

processes and environmental features that occur over a

wide spectrum of scales. It is also one of the most difficult

variables to simulate accurately in a model. The fidelity of

TABLE 1. WRF Model description.

WRF Version 3.6.1

Center located at 608N, 1148W
Grid spacing: D1: 3 km; D2: 9 km; and D3: 27 km

Time steps: D1: 20 s; D2: 60 s; and D3: 180 s

All domains: from;140m below the ground to up to 50 hPa (;20 000mMSL)with 51 levels

Main input variables Soil and air temperature, wind speed, soil moisture, atmospheric pressure, and RH

Simulation period S1: from 1200UTC 18 Jun to 0000UTC 23 Jun 2013 (4.5 days); S2: from 0000UTC 10 Jun to

0000 UTC 23 Jun 2013 (13 days)

Spinup period ;12 h

Input data’s boundary conditions Reanalysis: ERA-Interim

Some physics schemes

Microphysics S1: WSM6, Thompson scheme, Morrison 2-moment scheme, and WDM6; S2: WDM6

Long- and shortwave scheme RRTM for longwave and Goddard for the shortwave radiation

Surface layer Eta similarity

Land surface Noah LSM

Planetary boundary layer Mellor–Yamada–Janjić scheme

Cloud or cumulus parameterization Betts–Miller–Janjić scheme for D2 and D3

Lake and urban physics Not considered in these runs
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themodel precipitation often gives a good indication of the

overall accuracy and quality of the simulation. The model

results are validated through a comparison between sim-

ulated and observed precipitation.

Station gauge data from the Alberta Agriculture and

Forestry archive (http://agriculture.alberta.ca/acis/alberta-

weather-data-viewer.jsp) were used to validate the

WRF-simulated precipitation at specific locations near

the foothills where strong and persistent orographically

forced rainfall was observed. The Canadian Precipitation

Analysis (CaPA) product developed by Environment

Canada (now Environment and Climate Change Canada;

Mahfouf et al. 2007) was used to evaluate the domain-

averaged precipitation rate from the WRF simulations.

FIG. 1. (a) WRF domain setup for S1. The inner domain (i.e.,D1) has a resolution of 3 km. The

outer domains (i.e., D2 and D3) have a resolution of 9 and 27 km, respectively. (b) WRF domain

setup for S2 compared with S1. The red dot in (a) represents where flooding happened.
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FIG. 2. (a)WRF simulation usingWDM6, (b) CaPA, and (c) station- or (d) radar-observed 6-h

averaged rain rate. In (a)–(c), results are at 0600 UTC 20 Jun 2013. (e) WRF simulation using

WDM6 and (f) CaPA 3-day accumulated precipitation for the period from 0000 UTC 19 Jun to

0000 UTC 22 Jun 2013. Topography is contoured every 1000m above 1 km MSL (starting from

z 5 2 km MSL). Black contours indicate provincial boundaries.
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CaPA assimilates all the available radar and station

observations, as well as operational model forecast

output to produce the best surface precipitation esti-

mate at 6-h intervals and at 10-km spatial resolution.

Besides that, hourly rain-rate data from Environment

Canada’s operational radar network (Joe and Lapczak

2002) were also used to qualitatively evaluate the evolu-

tion of mesoscale convective systems before and during

the flooding. Radar rainfall rates were estimated from

constant-altitude plan position indicator (CAPPI) re-

flectivity composites at 2.5 km above mean sea level

(MSL), combining data from the Carvel (WHK; location

53.568N, 114.148W; elevation 766m) radar near Edmonton

inAlberta, Strathmore (XSM; location 51.218N, 113.408W;

elevation 967m) radar near Calgary in Alberta, Schuler

(XBU; location 50.318N, 110.208W; elevation 863m) radar

near Medicine Hat in Alberta, and Silver Star Mountain

(XSS; location 50.378N, 119.068W) radar near Kelowna in

British Columbia.

Figures 2a–d show the rain rate produced by theWRF

simulation, CaPA, the station observations, and radar

data at the peak of the precipitation the night before

flooding occurred, respectively. Since CaPA data are

only available every 6 h, the rain rates from the other

sources were averaged over 6h to make them compa-

rable to CaPA precipitation. The peak precipitation

produced by the WRF simulations (Fig. 2a) is located

slightly north when compared with the CaPA product

(Fig. 2b) and radar observations (Fig. 2d).

Comparisons of the spatial distributions of the 3-day

(from 0000 UTC 19 June to 0000 UTC 22 June 2013)

accumulated precipitation between WRF and CaPA are

shown in Figs. 2e and 2f. As can be seen,most of theWRF

precipitation is concentrated along the eastern slopes and

foothills of the Rockies, which is consistent with station

rain gauge measurements (Fig. 2c) and CaPA precipita-

tion (Fig. 2f). Both WRF and CaPA precipitation show

maxima around 518N, 1158W, which is upstream of

where the flooding occurred. The WRF-simulated pre-

cipitation pattern shows significant finescale structures

related to the local terrain, indicating that it was mainly

orographically generated precipitation. The CaPA pre-

cipitation, which mainly comes from the interpolation of

observations, shows a similar precipitation distribution

but with coarser resolution compared with gauge ob-

servations. Figure 3 compares the time series of CaPA

andWRF-simulated precipitation rates averaged over the

flooding region. The spatial distributions of accumulated

precipitation and the time series of domain-averaged rain

rates simulated byWRF both show reasonable agreement

with the available observations.

c. Sensitivity tests of microphysics and land surface
schemes

Two sets of sensitivity experiments are conducted using

the S1 base configurations. In the first set, different op-

tions for the model microphysics scheme are chosen to

examine the sensitivity of the model rainstorms to the

selected scheme and to provide guidance onwhich option

can best reproduce the observed precipitation through a

quantitative evaluation using the equitable threat score

(ETS; Brill and Mesinger 2009). Results from these ex-

periments provide insights into the roles of the different

microphysics processes in producing the observed rainfall

during the flood.

Specifically, four microphysics schemes were se-

lected for sensitivity tests, including WSM6 (Hong and

Lim 2006), Thompson (Thompson et al. 2008), Morrison

2-moment scheme (Morrison et al. 2009), and WDM6

(Lim and Hong 2010). The simulated 6-h precipitation

rates averaged over the flooding region for these schemes

are shown in Fig. 3. In general, all four WRF simulations

reproduce precipitation rates reasonably close to the

CaPA rain rates; both the general evolution and the peak

FIG. 3. WRF-simulated 6-h precipitation rates (mmh21) with different microphysics

schemes (WSM6, Thompson, Morrison, and WDM6) compared with CaPA. The pre-

cipitation rates were averaged over the flooding region as shown in Fig. 2a (blue box), starting

from 0000 UTC 19 Jun 2013.
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are well represented. However, the model produced a

secondary peak near 0000 UTC 21 June, which does not

appear in CaPA. A careful comparison between CaPA,

the WRF simulation, and radar observations has been

conducted. It is possible that CaPA missed some con-

vective cells generated near the eastern slope in the

southern part of the domain as well as some convective

bands extending farther east. These appear in both the

WRF and radar products and also likely contributed to

this secondary peak in the domain-averaged rain rate.

The double-momentmicrophysics schemes show reduced

area-averaged rain rates that match the CaPA results

better. Since all four microphysics schemes produce

domain-averaged rain rates slightly higher than CaPA, it

is possible that CaPA underestimates the actual rain rate.

There are several popular metrics that can be used to

evaluate the WRF Model performance in simulating a

severe precipitation event. Some simple performance

measures include correlation coefficient, frequency bias,

probability of detection (POD), and ETS. The fre-

quency bias calculates the ratio of the number of fore-

casts to the number of observations of the event. POD

calculates the ratio of the points that are both forecasted

and observed to the number of observations of the event

(Brill and Mesinger 2009). ETS includes information

from both the frequency bias and the POD, and it is

easier to calculate than the objective-based methods.

Both the frequency bias and the ETS were selected to

quantitatively evaluate the results from the four differ-

ent microphysics schemes.

WRF-simulated rain rates were first interpolated to

station locations, as shown in Fig. 2c. The calculated

correlation coefficients between WRF simulations and

station observations for the accumulated rainfall from

0000 UTC 20 June to 0000 UTC 21 June 2013 are 0.64,

0.62, 0.43, and 0.32 for Morrison, WSM6, WDM6, and

Thompson, respectively. This indicates moderate (.0.3)

to strong (.0.6) correlation between simulations and

observations (with 95% significance).

The ETSs (Fig. 4a) were also calculated based on the

results among all the available stations within the flooding

region (Fig. 2c) for the same period. These calculations

show reasonable values around 0.3 for precipitation

thresholds higher than 45mmday21 forWDM6.Morrison,

Thompson, and WSM6 also show relatively good

values when the thresholds are higher than 70mmday21.

For thresholds lower than 70mmday21, Thompson and

Morrison schemes showmainly positive and some negative

scores, whereasWSM6 gives very poor negative scores.

Only WDM6 shows consistently good scores for dif-

ferent thresholds from 45 to 100mmday21, reaching

as high as 0.45 for the 90mmday21 threshold. For

thresholds less than 25mmday21, ETS values converge

to 1 for all four schemes (not shown), indicating that

lower thresholds may not be effective in evaluating

the performance of these microphysics schemes. Con-

sidering that the highest rain rate is approximately

50mmh21 (Fig. 2c) at 0600 UTC 20 June 2013 and that

these intense rates were maintained for ,6h (as indi-

cated in Figs. 2, 3), the precipitation threshold range from

50 to 100mmday21 in Fig. 4a should be more represen-

tative in evaluating model performance. Bias frequencies

(Fig. 4b) with values less than 1 for thresholds higher than

50mmday21 indicate that WRF-simulated precipitation

rates are in general lower than that of the rain gauge

measurements. Again, WDM6 shows better scores than

the other schemes, especially for thresholds higher than

50mmday21. Since WDM6 performs better compared

with the others in general, it was selected for all sub-

sequent simulations.

An interesting point is that all three double-moment

microphysics schemes show much better ETSs than

the single-moment scheme for thresholds less than

75mmday21. This may be partially attributable to using

double-moment schemes that are better at simulating

stratiform precipitation that has lower intensity compared

FIG. 4. Comparison of (a) ETS and (b) bias frequency at different

precipitation rate thresholds (mmday21). Lines with different

colors show the corresponding ETS values for different micro-

physics schemes. Both ETS and bias frequency values are calcu-

lated by interpolating WRF-simulated rain rates to the locations

of those stations shown in Fig. 2c and then comparing with sta-

tion observations for a 24-h time frame from 0000 UTC 20 Jun to

0000 UTC 21 Jun. ETS for thresholds less than 25mmday21 are

close to 1 (not shown). Bias frequency with a value less than 1 in-

dicates that WRF-simulated precipitation rates are in general

lower than that of the rain gauge measurement.
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with convective precipitation (Bryan and Morrison 2012).

Single-moment schemes tend to overestimate rain rates

because of their inadequate representation of liquid and

ice microphysics (Viterbo et al. 2016).

In a second set of evaluations, WRF with WDM6 was

coupled with different land surface models (LSMs) to

evaluate the sensitivity of model storm precipitation to

the use of different LSMs. In particular, the Noah

(Ek and Mahrt 1991), CLM (Oleson et al. 2004), and

RUC (Smirnova et al. 1997, 2000) LSMs were tested. A

comparison between CaPA-assimilated and WRF-

simulated precipitation rates, averaged over the flood-

ing region, showed that the rainfall amounts were not

significantly different between these simulations (not

shown). A possible explanation is that large-scale dis-

turbances, especially if associated with strong moisture

convergence, may result in land surface processes be-

coming less important in determining precipitation rates

(LeMone et al. 2008; Smith et al. 2013). Hence, the LSM

sensitivity test results here do not suggest that a specific

LSM is significantly superior to others. TheNoahLSM is

used in the following WRF simulations.

3. WRF-simulated synoptic conditions and
precipitation characteristics

An overview of the large-scale circulation and envi-

ronmental conditions of the J13 storm based on theWRF

simulations is presented in this section. Qualitative vali-

dations of the evolution of the convective systems are then

presented to assess howwell the evolution of the observed

precipitation features was reproduced in the simulation.

The evolution of storm characteristics and the relative

contributions of convective and stratiform precipitation at

different stages of the J13 event are also discussed.

a. Event description and synoptic developments

In this section, theWRFModel–simulated synoptic and

mesoscale conditions are examined to validatewhether the

simulation accurately captured key controlling weather

features associated with the J13 event, and to illustrate the

convective processes that could not be observed by the

relatively coarse observational network.

The development of the antecedent large-scale atmo-

spheric flow pattern up to 2 weeks prior to this event has

been examined by Milrad et al. (2015). It was found that a

train of Rossby waves across the North Pacific Ocean hel-

ped to form a blocking pattern in the northeastern North

Pacific. A detailed analysis of the evolution of weather

patterns during the heavy precipitation period can be found

in Liu et al. (2016). It was shown that a slow-moving upper

low with an associated surface low pressure system moved

into southernAlberta, which, combinedwith terrain effects,

brought continuous precipitation during the period 19–21

June 2013, especially over the foothills and mountains.

At 0000 UTC 20 June 2013, the simulation (Fig. 5a,

200hPa) shows a deep, negatively tilted shortwave trough

along the Pacific coast with a closed upper low centered

over western Washington. An upper ridge is observed to

the east of the trough extending from central Alaska to-

ward the U.S. Great Plains. The locations of the upper

trough and ridge are consistent with the evolution of the

system discussed in Liu et al. (2016). The simulation also

captures observed strong jets upstream and downstream

of the trough. At 500hPa (Fig. 5b), the trough and ridge

locations are similar to those at 200hPa (Fig. 5a), with a

strong diffluent flow over southern Alberta. A closed

cyclone developed overWashington State and is shown at

700hPa (Fig. 5c). At 850hPa, quasi-stationary synoptic

conditions (dipoles of high and lows) over north-central

Canada, southern Alberta, and Montana allowed for the

development of enhanced low-level easterly flows across

the Canadian Prairies into the Rockies (Fig. 5d). Fast-

moving moist air, with velocities greater than 15ms21 at

the 850-hPa level, oriented nearly perpendicular to the

mountain range, provided a sufficient moisture supply.

The jet slowed down as the core of humid air reached the

eastern slopes (located around 1148W) with high

temperatures .208C. The blocking effect of the moun-

tains helped to concentrate the precipitation over a rel-

atively small region (Fig. 2a). The heaviest rainfall

occurred south of the axis of the highest 850-hPa winds

(Figs. 5d, 2a–d) and coincides with the region of the

highest 850-hPa equivalent potential temperature (not

shown). The warm, moist, unstable air advected by the

low-level easterlies impinged on steep terrain, which

produced on average more than 100mm of rain within

3 days (19, 20, and 21 June; Figs. 2e,f).

The thermodynamic environment (Figs. 6, 7) over the

foothills of the Rockies is examined using WRF

sounding profiles and temporal variations of some of the

most representative thermodynamic variables. The lo-

cation of the selected sounding is 518N, 1148W, one of

the sites where subsequent flooding occurred. The

nearest observed sounding was by aircraft taken during

ascent from Calgary International Airport (51.18N,

1148W) at 2356 UTC 19 June 2013 (Fig. 6b). Although

the aircraft sounding is somewhat north, about 1 h later,

andwithout dewpoint temperature data, the comparison

shows that the two vertical temperature profiles are

similar, with both capturing strong easterly/northeast-

erly winds in the boundary layer. The WRF sounding at

2300 UTC 19 June (Fig. 6a) exhibited strong instability

(high buoyancy) below 2000mMSL with a CAPE value

of 1252Jkg21. Specific humidity was more than 9gkg21 at

850hPa (Fig. 5d), with the atmosphere nearly saturated.
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The relative humidity (RH; Fig. 7a), at location 518N,

115.358W, which is farther west and closer to the heavy

precipitation region, shows in general RH greater than

90% within 1000m above ground level (AGL) from

1200UTC18 June to 1200UTC21 June.Especially around

0000 UTC 20 June, the atmospheric RH is .80% up to

9kmAGL, which indicates that the entire troposphere was

mostly saturated. The temporal variation of RH is consis-

tent with the change of the column integrated water vapor

(IWV) amount at the same location (Fig. 7c). RH is sub-

stantially reduced to almost zero around 1200 UTC

21 June, indicating that the flow pattern changed. The low

RH is because of a new air mass in the area at that time

where the moisture source was cut off. IWV also drops to

nearly zero around that time (Fig. 7c). The vertical rate of

change of equivalent potential temperature ue (Fig. 7b)

represents the potential instability of a layer and is often

used as a diagnostic for the possibility of convection due

to layer uplifting. In general, ue increases with altitude in

the atmosphere in stable conditions. In this case, there is

potential instability below 4000m AGL for much of the

24-h period from 0000UTC 19 June to 0000UTC 20 June

(Fig. 7b). The time series of CAPE (Fig. 7c) shows a value

close to 1000Jkg21 around 0000UTC 20 June, indicating

strong instability just before significant precipitation be-

gan. This is consistent with the changes of rainfall rate

(Figs. 3, 7c) that show increasing precipitation inten-

sity from 0000 UTC 19 June to 0000 UTC 20 June and

reaching a peak around 0000 UTC 20 June. The moist

low-level easterly jet experienced orographic lift as it

reached the foothills, which increased instability leading to

condensation and heavy rainfall along with significant

convection (Figs. 2a, 7). After this convective rainfall,

the atmosphere stabilized between 0000 and 1200 UTC

20 June, and there was a corresponding decrease in pre-

cipitation intensity (Figs. 7b,c). Compared to three previous

FIG. 5. Large-scale circulation at (a) 200, (b) 500, (c) 700, and (d) 850 hPa at 0000 UTC 20 Jun 2013. Isohypse for

geopotential height is in blue contours. Isotherms for temperature are in red contours. Wind barbs are the black

vectors (knots). Specific humidity (g kg21) is in color. The location of Canmore, Alberta, at 518N, 115.48W is

highlighted by the yellow dot. An 850-hPa low pressure center is highlighted as a red ‘‘L’’ in (d).
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significant flooding events that occurred in 1965, 1973, and

1982 in Alberta (Liu et al. 2016), the storm environment

was much warmer and very convectively unstable, with

CAPE values substantially higher.

b. Comparison between simulated and observed
precipitation structures

As shown above, the WRF-simulated precipita-

tion shows reasonable agreement with the available

observations. Radar reflectivity comparisons between

the hourly radar reflectivity output from WRF and

radar observation are shown in Fig. 8. The strongest

convection occurred during the night of 19 June over

southern Alberta, producing 50mmh21 rain with radar

reflectivity around 50 dBZ over a narrow swath of the

foothills (Figs. 2a, 8a–d). The strong upslope flow of moist

air, together with a series of embedded intense convective

complexes, contributed to the flooding. The convective

cells reformed repeatedly near a fixed location over the

foothills and the eastern slopes (Figs. 8a–d). Narrow

southwest–northeast-aligned mesoscale precipitation

bands associated with a peak radar reflectivity of 50dBZ

appeared in both the WRF simulation and radar obser-

vations in the region east of the foothills. This occurred

for a short time period during the convective phase in

which the maximum observed accumulated precipita-

tion was reported near the foothills in the observations

FIG. 6. (a) Sounding profile taken from 518N, 1148Wat 2300 UTC

19 Jun 2013 from the WRF simulation. The sounding location is

highlighted as the red dot in Fig. 1. (b) Aircraft sounding taken from

Calgary airport (51.18N, 1148W) at 2356 UTC 19 Jun 2013. Note that

the aircraft sounding has no dewpoint temperature data.

FIG. 7. WRF-simulated time series of (a) RH; (b) due/dz; and

(c) precipitation, column IWV, and CAPE at the location (518N,

115.358W) from 1200UTC19 Jun to 0000UTC23 Jun 2013. Time is

labeled every 6 h. The y-axis height is in meters above mean

sea level.
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FIG. 8. WRF-simulated simulated radar reflectivity (dBZ) vs radar composite CAPPI reflectivity at 2.5 km

MSL at (a),(b) 0300 UTC; (c),(d) 0500 UTC; and (e),(f) 1500 UTC 20 Jun 2013. Blue lines highlight the

provincial boundaries and locations of lakes.
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(Figs. 2e,f). The red/yellow cores in WRF-simulated

reflectivity and radar-observed reflectivity greater than

40dBZ indicated convective precipitation areas (Figs. 8a–f).

Similar banded precipitation features were simulated by

WRF with various differences in the exact locations and

characters of the precipitating system. For example, the

WRFModel shows a linear characteristic extended from

the foothills to the southeastern domain edge, whereas

the radar observation shows smaller features oriented

along the terrain with some smaller embedded linear

features extending to the southeast. These banded struc-

tures are different; themodel does not seem to capture the

character of the precipitating system very well (Figs. 8d–f).

Along the line to the southeast, a cellular appearance is

shown in the WRF Model (Fig. 8c); however, short sec-

tions of linear banded convective regions are presented in

the radar observation (Fig. 8d). Besides the location in-

consistency, the model also appears to predict the onset of

heavy precipitation, albeit a few hours too early.

The vertical cross sections of WRF-simulated radar

reflectivity are shown in Fig. 9 for 0100, 0800, and

1200 UTC 20 June from XSM over Burns Creek. The

location of the cross section is highlighted as a thick black

line in Fig. 2a. At 0100 UTC (Figs. 9a,b), radar reflectivity

showed a deep convective cell over the eastern slopes of

the Rockies with the echo top extending well above 10km

AGL. At 0800 UTC (Fig. 9c), the radar-observed melting

layer is evident as a thin layer about 50dBZ between

2.0 and 2.5km. The vertical cross section at 1200 UTC

(Figs. 9e,f) shows a more widespread stratiform profile,

which corresponds well with the horizontal pattern of ra-

dar reflectivity at 1500 UTC (Figs. 8e,f). However, the

vertical structure of the convection was not well simulated

by the model in general. The intensity is much stronger

and the convection is deeper than the observations.

A conventional convective/stratiform separation al-

gorithm was applied to investigate storm characteristics

during the life cycle of the flood (Fig. 10). For a specific

location with precipitation detected at the surface, if

reflectivity of 40 dBZ or more is found in the vertical

column over the surface, and if the height of the 7-dBZ

level above this threshold is determined to be higher

than 4km, then the precipitation at that time and loca-

tion is marked as convective (red areas in Figs. 10b,d).

Areas with surface rainfall not meeting these criteria are

deemed stratiform (Steiner et al. 1995). For example, in

Fig. 8, precipitation with less intensity surrounding the

anvil (green/blue area) was identified as stratiform

precipitation. Figure 11 shows the relative contributions

from convective and stratiform precipitation at different

stages of the event. The convective activity was dominant

at the beginning of the event, followed by relatively steady

stratiform precipitation during the later stages. The

transition to stratiform dominant rainfall started around

0600 UTC 20 June (Fig. 11) when the convective pre-

cipitation decreased significantly. Note that stratiform

precipitation did not noticeably increase at 0600 UTC

20 June, but instead became the dominant precipitation

type because the convective precipitation decreased at this

time. This indicates that the orographic lifting associated

with the easterly winds both generated new convective

cells and sustained widespread stratiform precipitation

along the foothills of the mountains during the event.

A more detailed analysis of the precipitation and radar

observations for the J13 event is given in Kochtubajda

et al. (2016), who found a coupling between warm-rain

collision coalescence processes and ice processes during

the night before the flooding, as well as a high frequency

of lightning and the presence of hail.

c. Precipitation mechanisms

Both observed (Figs. 2b–d,f) and simulated pre-

cipitation (Figs. 2a,e) show that the main feature in the

J13 storm was the enhanced quasi-linear precipitation

structures that were roughly aligned parallel, but with a

slight angle, to the foothills. In addition, the strong low-

level easterly flow that developed during 19 June (Liu

et al. 2016) facilitated enhanced moisture transport to-

ward the foothills. These results suggest that the oro-

graphic lifting of the strong easterly flow could have

played a critical role in producing the precipitation.

The behavior of the airflow approaching a mountain

barrier is determined by the nondimensional Froude

number Fr 5 U/(Nhm) (Lin et al. 2001), where U is the

barrier-normal component of the flow, N is the Brunt–

Väisälä frequency, and hm is the maximum terrain

height. When Fr � 1, the flow can easily rise over the

barrier, whereas nonlinear effects such as blocking or

damming become important when Fr, 1. For the airflow

approaching the foothills at 2300UTC 19 June, that is, just

before the onset of the heaviest rainfall, Fr can be esti-

mated for the layer between the surface and the top of the

mountains (between 900 and 800hPa in Fig. 6).Within this

layer N ; 7 3 1023 s21, U ; 12ms21, hm ; 1200m, and

Fr is estimated to be about 1.5. Effective uplift of the im-

pinging flowwas then facilitated because of the strong low-

level jet (LLJ) and the relatively weak stratification.When

moist effects are considered, the behavior of the moist

impinging airflow is determined by the moist Froude

number Fw 5 U/(Nmhm), where Nm is the saturated

Brunt–Väisälä frequency (Durran and Klemp 1982). In

fact, Nm was negative for conditions observed in the on-

coming air (Fig. 7b, from 0000 to 0600 UTC 20 June),

implying that the air was moist and absolutely unstable

(Kirshbaum and Durran 2004). The existence of a moist,

absolutely unstable layer is probably a reflection of
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dynamic lifting by the terrain in the model, but may also

arise because the sounding was taken in a region of pre-

cipitation instead of from ambient environmental condi-

tions. In summary, the conditionswere highly favorable for

the development of convective rainfall over the windward

slopes, as is evident in both the observational and simu-

lated results (Figs. 2a–d, 8a–f).

4. Moisture sources and transport

a. Water vapor budget analysis

Previous studies (e.g., Raddatz 2000) suggest that up

to 35% of summer precipitation in the Canadian Prairies

is derived from regional evaporation and evapotranspi-

ration. On the other hand, some studies (e.g., Brimelow

FIG. 9. Radar reflectivity cross sections fromXSMoverBurnsCreek (BCR; 51.28N, 113.48W)vsWRF-simulated radar

reflectivity (dBZ) at (a),(b) 0100 UTC; (c),(d) 0800 UTC; and (e),(f) 1200 UTC 20 Jun 2013. Cross sections are oriented

along the 2388 azimuth, starting at theXSMradar and extending to 150 km.The altitude isAGL relative toXSMwith the

elevation of 967m. The location of the radar cross sections are highlighted as a thick black line in Fig. 2a.
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and Reuter 2005) point out that remote moisture sources

such as the Gulf of Mexico could play an important role in

providing the moisture for heavy orographic rainstorms

that occurred in the northern vicinity of the J13 system.

Here a water budget analysis was conducted for the

flooding region (the region within the blue box highlighted

in Fig. 2a) to assess the relative importance of regional

evaporation, evapotranspiration, and external moisture

influx in driving the J13 storm. Figure 12 shows the tem-

poral changes of moisture fluxes across the four lateral

boundaries (north, south, east, and west) of the flooding

region. For the 4-day period before and during the

flooding, moisture influx was dominated by horizontal

advection from the eastern boundary, that is, from the

Prairies side. The moisture transport was mainly

accomplished by the easterly low-level jet that developed

over the southern Prairies during 19 June and hence was

largely confined to the lower troposphere from 900 to

750hPa.

Time series of area-averaged water budget compo-

nents are presented in Fig. 13a. It is evident that the

precipitation is closely balanced by the net lateral

moisture flux. The lateral moisture influx through

turbulence is not shown here but can be treated as the

residual in Fig. 13a, and its contribution is less than 10%

to the total precipitation. The local evaporation and

evapotranspiration contributed less than 5% to the total

precipitation, with the amount comparable to the

change of the column IWV with time (dIWV/dt) within

the flooding region. As can be seen, dIWV/dt is very

FIG. 10.WRF-simulated radar reflectivity at (a),(b) 0000UTC and (c),(d) 2000UTC 20 Jun 2013 before (left) and

after (right) a convective/stratiform separation algorithm is applied. In (b) and (d), the areas marked in red rep-

resent areas with convective precipitation.
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small in this analysis but is large and positive when

looking at a single point. In the time series in Fig. 7c,

the IWV increases dramatically up to the time of

the heavy rainfall. This can be explained from a local

(Fig. 7) versus area-averaged perspective (Fig. 13a).

Both local evaporation and evapotranspiration and

dIWV/dt show an obvious diurnal cycle over the U.S.

Great Plains (Fig. 13b). Although playing a minor role in

contributing to precipitation amounts, surface evaporation

and evapotranspiration could still be essential through

their role in changing the PBL buoyancy (Seneviratne

et al. 2010).

The precipitation efficiency « can be defined as the

ratio of precipitation to net moisture influx (Doswell

et al. 1996). The results in Fig. 13 show that ɛ was very

high and close to 1 for the 3-day period from 0000 UTC

19 June to 0000 UTC 22 June 2013. This is not sur-

prising as both the terrain and the synoptic forcing

provided effective lift for precipitation development,

and the storm environment was moist, which mini-

mized subcloud evaporative loss.

b. Methodology for back-trajectory analysis

Results from the water budget analysis suggest that

the influx of external moisture is the primary source of

moisture that fed the J13 storm. To quantify the sources

of the water vapor that was advected into the region by

the large-scale atmospheric circulation, the quasi-isentropic

back-trajectory Hybrid Single-Particle Lagrangian In-

tegrated Trajectory model (HYSPLIT) developed by

NOAA/Air Resources Laboratory, College Park, Mary-

land, was utilized. HYSPLIT is a complete system for

computing simple air parcel trajectories for complex dis-

persion and deposition simulations (Stein et al. 2015).

Hourly outputs from the 2-week (10–23 June 2013)

WRF simulation S2 are provided to HYSPLIT for the

calculation of the back trajectories of the air parcels that

contain water vapor. Hundreds of parcels are released

above the surface from different locations over the flood-

ing region right before the time when rainfall rate reaches

its maximum (0000 UTC 20 June 2013; Fig. 2). The initial

horizontal distribution of the parcels is assumed to be

proportional to the distribution of the 6-h averaged rainfall

at 0000 UTC 20 June 2013, and the vertical distribution is

made proportional to the absolute humidity profile of the

FIG. 11. WRF-simulated hourly rain rate (black curve) averaged

over the flooding region (the blue box in Fig. 2a) during the

flooding period, the relative contribution by convective pre-

cipitation (red curve), and stratiform precipitation (blue curve)

after applying a conventional convective/stratiform separation al-

gorithm using the WRF-simulated radar reflectivity.

FIG. 12. Lateral water vapor flux from (a) west, (b) east, (c) south, and (d) north into the flooding region (the blue

box in Fig. 2a) through horizontal advection.
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air column about 3h earlier. The back trajectories of these

parcels are then calculated using HYSPLIT by advecting

them backward in time. HYSPLIT uses the updated mean

wind field from theWRFoutput at each time step together

with a spread by a turbulent component. The trajectory

information of each parcel (time and coordinates) for up to

10 days prior to flooding is then saved at 6-hourly intervals

for later use. Examples of three back trajectories are

shown in Fig. 14. Our results here (Fig. 14) are in general

agreement with those of Liu et al. (2016) andMilrad et al.

(2015), although different parcel tracking systems and

different meteorological data were used in their studies. It

is helpful to compare our results with theirs to examine the

structural uncertainty in the back-trajectory analysis that is

associated with the selection of the back-trajectory model

and the meteorology background.

Taking an additional step, we use the trajectory in-

formation to track the water vapor content of the parcels

by estimating the moisture uptake from the surface and

loss through precipitation along the path (Stohl and

James 2004). The procedure for this moisture tracking

closely follows the methodology outlined in Sodemann

et al. (2008), with some modifications to utilize the output

trajectory information from HYSPLIT in our study. The

change of total water vapor within air parcel i backward in

time is computed using the following equation:

q
2(n21),i

5q
2n,i

3 (11 f
2n,i

), (1)

with Dq2n,i 5q2n,i 3 f2n,i, and f2n,i 5 (E2n,i 2P2n,i)/

IWV2n,i for air parcel i.

A single time step is set to be 6 h, as we assumed that

the atmospheric environment would not be signifi-

cantly changed in 6 h and within the distance that the

air parcel traveled. The calculation starts from time

t0 5 0000 UTC 20 June 2013, corresponding to n5 1 in

Eq. (1). Parameter q0 is then equivalent to the total

amount of column IWV within the flooding region at

time t0. Parameter q21 ð5�iq21,iÞ is the total amount of

water vapor that the air parcels carried at t21, 6 h before

t0 and so forth. Parameter Dq21 ð5�iDq21,iÞ is the total
net moisture gain for all the air parcels at time t21 at

their locations calculated by the HYSPLIT trajectory

analysis. Parameter f21 ð5avg�i f21,iÞ is the mean

fractional contribution coefficient (Sodemann et al.

2008) at time t21 averaged among all the air parcels,

and f21,i is the fractional contribution coefficient for air

parcel i at time t21. Parameter E21,i (P21,i) is the local

evaporation and evapotranspiration (precipitation) at

the location of the air parcel i at time t21. Parameter

IWV21,i is the column-integrated water vapor at this

location, so f21,i represents the water vapor change rate

at this location at time t21, assuming that the change

mainly comes from evaporation and evapotranspira-

tion (gain) and precipitation (loss). If E21,i . P21,i, air

parcel i gains moisture at time t21. If E21,i , P21,i, air

parcel i loses moisture at time t21. Other factors, such

as cloud condensation and precipitation reevaporation

before it reaches the ground, are assumed to be sec-

ondary and ignored in Eq. (1) to simplify the calcula-

tion. The moisture gain and loss are assumed to be

evenly distributed along the entire air column through

vertical turbulent fluxes, so the change of IWV is not a

function of height. In the calculation, variables E, P,

IWV at time t2n, and location of parcel i were read in

fromWRF S2 output. The calculatedDq at time t2n and

the location of parcel i were saved for the next step,

which summarized the moisture uptake from all the

paths to develop a geographic distribution so that the

relative contributions from different remote source

regions can be quantified.

The calculation starts from q0 and continues until q2n,

with t 5 21, 22, 23, . . . , 2n, until �n

x51Dq2x . 0:95q0,

at which time the calculation stops. This means that

more than 95% of the moisture uptake happened within

FIG. 13. (a) Contribution of precipitable water by lateral flux

through advection integrated over the full depth of the atmosphere

(blue curve), by surface evaporation and evapotranspiration (red

curve), and by the change of the column IWV (dIWV/dt; black

curve), compared with the total precipitation (green curve) within

the flooding region (the blue box in Fig. 2a) during the flooding

period. (b) The surface evaporation and evapotranspiration (red

curve), the change of the column IWV (dIWV/dt; black curve), and

the total precipitation (green curve) over the U.S. Great Plains

(41.58–428N, 1038–988W) for a 10-day period before and during the

flooding.
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6n hours before t0, along the paths. At this point, further

backward calculations along the trajectory for water

vapor uptakes are no longer needed.

c. The remote moisture sources

The estimated moisture uptake along the paths of the

air parcels during different periods before the flood

event is shown in Fig. 15. The results show that the at-

mospheric moisture uptake for parcels that arrived at

the flooding region within 1 day was mainly from the

Canadian Prairies and the northern part ofMontana and

North Dakota (Fig. 15a). As discussed earlier, the

easterly low-level jet (Figs. 5c,d) advected moisture to-

ward the foothills, providing the immediate source for

precipitation. Tracing back 3 days before the flooding,

the uptake contribution from the southeast prairies, the

U.S. Great Plains, and the Midwest became significant

(Fig. 15b). It contributed at least half of the total

moisture that was transported into the flooding region

;1–3 days later. Presumably, the moistening of the PBL

over the Canadian Prairies and U.S. Great Plains was

mainly through surface evaporation and evapotranspi-

ration. In June, local convection over the Great Plains

and the Midwest is mainly diurnally phase locked (Li

and Smith 2010). As can be seen in Fig. 13b, several days

before the flooding, surface evaporation and evapo-

transpiration show magnitudes comparable to the di-

urnal variations of IWV, with little precipitation

happening at the same time over the U.S. Great Plains.

In Fig. 13b, the negative dIWV/dt values during night-

time indicate the removal of the moisture from the U.S.

Great Plains by the nighttime LLJ.

Tracing back 3–5 days before the flooding (Fig. 15c), the

analysis shows that a significant amount of water vapor

came from the southwestern United States, the North

American monsoon region, and the eastern Pacific. The

moisture was advected over the Sierra Nevada via an at-

mospheric river (Neiman et al. 2008; Liu et al. 2016) and

was then transported northward by the Great Plains noc-

turnal low-level jet. The atmosphere follows a moist

FIG. 14. NOAA HYSPLIT back-trajectory analysis tracing back to the water vapor source

using WRF S2 simulation output. Backward trajectories end at 0000 UTC 20 Jun 2013. Three

parcels released from the flooding region are shown here as examples. The parcels’ locations

and heights (hPa) in every 12 h are shown. The parcels’ trajectories are traced back to 8 days

prior to the event.
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adiabatic process when going over the mountains that

implies that, unless precipitation happens, the total

amount of water, including water droplets and water

vapor within the parcel, is conserved.

Tracing back 5–7 days before the flooding (Fig. 15d),

there was a small amount of moisture uptake over the

Great Lakes region. The water vapor was transported

westward and entered the flooding region from the

north 5–7 days later. Liu et al. (2016) used a different

Lagrangian particle model, the Flexible Particle Dis-

persion Model (FLEXPART), to estimate moisture

sources for this event and obtained similar results.

Although the trajectories show that some air parcels

originated over the Gulf of Mexico (Fig. 14), the de-

tailed calculations show that most of the uptake from

the Gulf precipitated out by the time the parcels

reached Kansas and Colorado. However, this does not

mean that moisture from the Gulf of Mexico is irrele-

vant for this case, since it was the initial moisture input

to the U.S. Great Plains, so the moisture input from the

Gulf of Mexico was mainly indirect. It was previously

deposited on the ground through precipitation and

then later evaporated to the atmosphere in the U.S.

Great Plains.

In general, for the June 2013 Alberta flooding event,

considering the moisture uptake between 6h and 7 days

before the flooding, only a small fraction of precipitation

originated from the subtropical oceanic regions (e.g., the

eastern Pacific) directly, and there was no detectable

direct contribution from the Gulf of Mexico or Atlantic

Ocean (Fig. 16a). Instead, surface evaporation and

evapotranspiration over several regions of the continent

represented the dominant source of moisture for this

event. In terms of regional contributions (Fig. 16b), 31%

was from the U.S. Great Plains, 27% from the western

United States, 17% from the Canadian Prairies, 20%

from the rest of Canada outside the Prairies, and 5%

from the northeastern Pacific. These results suggest that

local evaporation and evapotranspiration within the

flooding region contributed a small portion of the

moisture for the extreme rainfall event, whereas mois-

ture originating from elsewhere on the continent was the

key contributor. As such, the conditions of surface water

availability (e.g., droughts) or agricultural activities over

the U.S. Great Plains could exert indirect but potentially

significant effects on the development of flood-producing

rainfall events over southern Alberta. Future land-use

changes over the U.S. Great Plains together with climate

FIG. 15.Moisture uptake (a) between 6 h and 1 day, (b) 1 and 3 days, (c) 3 and 5 days, and (d) 5 and 7 days before the

flooding. Positive values (warm color) indicate net gain, negative values (cold color) indicate net loss.
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change could potentially influence these extreme events

over the Canadian Prairies.

5. Discussion and conclusions

A devastating and costly flood occurred over southern

Alberta during June 2013, which was caused by highly

localized and intense rainfall over the foothills and east-

ern slopes of theCanadianRockies. The rainfall structure

and its evolution were mainly determined by synoptic-

scale flow features that created dynamic forcing and

facilitated effective moisture transport into southern

Alberta before and during the event. In particular, an

enhanced easterly low-level jet located between a

cyclonic–anticyclonic dipole transported abundant

moisture into southern Alberta and resulted in heavy

precipitation. Many characteristics of this system were

also typical of previous extreme events that have

FIG. 16. Moisture uptake (a) between 6 h and 7 days before the flooding. Positive values

(warm color) indicate net gain, negative values (cold color) indicate net loss. (b) Contribution

(%) of moisture uptake from different regions (highlighted in boxes) for the J13 event.
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occurred in the region (Liu et al. 2016; Szeto et al.

2011). Studies of this event (Pomeroy et al. 2015) and

other heavy rainstorms (Moore and Holdsworth 2007;

Kumar et al. 2014) suggest that antecedent rainfall

moistening the soil during late spring and early sum-

mer, especially within a few days before the flooding,

leaves the normally arid mountainsides unable to

rapidly absorb the additional intense rainfall that re-

sults in widespread surface runoff.

High-resolutionWRFModel simulations show that the

model was able to reproduce both the evolution and

structure of the J13 storm precipitation features using a

double-moment microphysics scheme. The convection-

allowing mesoscale model demonstrated reasonable skill

in simulating the evolution of the precipitation patterns,

as well as rain rates before and during the flooding.Model

diagnostics show that the heavy rainfall resulted from a

combination of strong westward moisture advection, the

breadth of the axis of significantmoisture transport into the

flood region, and deep moistening with a nearly saturated

PBL. Orographic lifting was the most important forcing

initiating convective precipitation along the foothills.

Lower-tropospheric frontogenesis and midtropospheric

cyclonic vorticity advection becamemore important for a

widespread stratiform precipitation farther away from

the foothills during the later stages of the event (Milrad

et al. 2015; Liu et al. 2016).

Results from regional water budget assessments sug-

gest that local evaporation and evapotranspiration

played a relatively minor role in contributing to the

precipitation compared to large-scale moisture trans-

port. Although land surface processes within the pre-

cipitation region likely played a secondary role, results

frommoisture source diagnostics performed by using air

parcel back-trajectory techniques suggest that land

surface processes over the Great Plains and the Cana-

dian Prairies were instrumental in providing the mois-

ture for the precipitation. Overall, the recycling of

evaporated water from the U.S. Great Plains and Mid-

west was the primary source of moisture for pre-

cipitation development for this event. It is also of

interest to note that uptake from the Gulf of Mexico

typically rained out over the U.S. Great Plains before

the air parcels reached the Canadian Prairies.

The fact that the WRF Model was able to replicate

many of the observed features of the J13 storm suggests

that themodel is suitable for numerical studies of similar

events. The WRF microphysics scheme sensitivity test

for this event suggests that a double-moment scheme

may be more suitable for the simulation of the severe

events in Alberta. The examination of the convective/

stratiform separation algorithm using WRF-simulated

radar reflectivity makes it possible to examine how

different types of storm characteristics evolved during

the life cycle of the event. The tracing of the remote

moisture sources using a back-trajectory analysis

method shows that a significant amount of precipitable

water actually originated from the south, especially the

central Great Plains, and was transported into Alberta

through a low-level jet. The results also suggest that the

model is suitable for applications in high-resolution re-

gional climate model studies to explore the potential

changes in the occurrence frequency and intensity of these

extreme orographic rainstorms under a global warming

background. Potential changes in storm tracks and surface

processes over the continent under climate change could

alter the convective regime (Shi and Durran 2015) and the

geographical distribution of precipitation over the Prairies.

High-resolution regional climate simulations utilizing the

WRFModel to explore such changes and their impacts on

future extreme rainstorms similar to the J13 event are

underway and will be reported elsewhere.
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